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Abstract

In this paper, we define the self-inverse sequences related to Sheffer
sets and give some interesting results of these sequences. Moreover, we
study the self-inverse sequences related to the Laguerre polynomials of
order a.
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1. Introduction
The classical binomial inversion formulas states that
z n d n
— _1\k — _1\k
a,,_’;o( 1) (k)bk > by g( 1) (k)a,,.

We say that a sequence {a,} of complex numbers is self-inverse or invariant

' g(—l)"(:)ak —en (n20)

Sun [7] and Wang (8] studied those self-inverse sequences and gave some
results of self-inverse sequences. For general self-inverse pairs

an =Y A(n, k)b = ba =) A(n,k)ax,
k=0 k=0
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we have the infinite lower triangle matrix A = (A(n, k)¢ satisfies A% =
I. A sequence {a,} is called a general self-inverse sequence if it satisfies

an = zn:A(n, kax (n>0),

k=0

where A = (A(n, k)) is an infinite lower triangle matrix and A% = . We
denote Am = (A(R,k))To, and we have A%, = I,. Hence, we get
(det(Am))?® = (ITizo A(4, )2 = 1 for all m > 0. Thus we see that the
diagonal entries of the matrix A are non-zero. Let

sa(z) = f: A(n,k)z*  (n>0).

k=0

Then s, (z) is exactly a polynomial of degree n for all n > 0. Following the
inverse relation, we get

" = i A(n,k)sk(z) (n20).

k=0
If gm(z) = g0 dm, kz* is another polynomial, we denote gm(s(z)) =
> ko @m,kSk(z). With this notation, we have s,,(s(z)) = z™ for all n > 0.

The present authors studied the self-inverse sequences related to se-
quences of polynomials of binomial type in [1). However, for the self-inverse
pair

_ a+n 1% ) < n! a+n x
zk' ( ) k. n—kzok! (l)ak,
we know that
n ! +
L@ =Y 5 (2 N Z)(—l)"z" (n>0)
k=0

is the Laguerre polynomials of order a, and L3(L*(z)) = z™. The Laguerre
polynomials of order a is a Sheffer set, which will be defined in Section 2.

Let "
sa(z) =) _ A(n,k)z* (n2>0)
k=0
be a Sheffer set and s,(s(z)) = z™. A sequence {a,} is called a self-inverse
sequence related to the Sheffer set s, (z) if

an = zn:A(n, k)ar (n>0).

k=0
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In this paper, we study the self-inverse sequences related to Sheffer sets.
In order to render this work self-contained, we list some important results
of sequences of Sheffer sets in Section 2, omitting the proofs which can be
found in [6). In Section 3, we give some general results of the self-inverse
sequences related to Sheffer sets. We also study the self-inverse sequences
related to the Laguerre polynomials of order « in Section 4.

2. Fundamentals

In this section, we list the main results of Sheffer sets which we shall use
in the next two sections. These results were obtained by Rota, Kahaner
and Odlyzko [6)].

First, we give some definitions in the theory of binomial enumeration.
Definition 1. A linear operator T which commutes with all shift operators
is called a shift-invariant operator,i.e., TE® = E°T.

Definition 2. A delta operator, usually denoted by the letter Q, is a shift-
invariant operator for which Qz is a non-zero constant.

Delta operators possess many of the properties of the derivative operator
D.

Definition 3. Let Q be a delta operator. A polynomial sequence pn(z) is
called the sequence of basic polynomials for Q if:

(1) po(z) = 1,
(2) pn(0) = 0 whenever n >0,

(8) Qpn(z) = npa-1(z).
Without difficulty, we can show that every delta operator has a unique
sequence of basic polynomials associated with it.

Definition 4. A polynomial sequence s,(z) is called a Sheffer set for the
delta operator Q if '

(1) so(z) =c#0,
(2) Qsn(z) = nsn-1(z).

Now, we can give some general consequences of Sheffer sets as lemmas.

Lemma 1 (Expansion theorem). Let T be a shift-invariant operator,
and let Q be a delta operator with basic set pn(z). Then

T=Y Q"

k>0

where ax = [Tpx(z))z=0.
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Lemma 2. Let P be a ring of polynomials over a field K end T be the ring
of shift-invariant operators on P. Suppose that Q is a delta operator and
F is the ring of formal power series in the variable t over K. Then there
ezists an isomorphism from F onto ¥, which carries

f(t)=Zak;;!- into Z%Q".

k>0 k>0
Lemma 3. A shift-invariant operator T is invertible if and only if T1 # 0.

Lemma 4. Let Q be a delta operator with basic polynomial set g,(z). Then
sn(z) i3 a Sheffer set relative to Q if and only if there exists an invertible
shift invariant operator S such that sp(z) = S~1gn(z).

Lemma 5 (Binomial Theorem). Let Q be a delta operator with basic
polynomials gn(z), and let s,(z) be a Sheffer set relative to Q and to some
invertible shift invariant operator S. Then the following identity holds

onte+1) = X (1) oe@an-n )

k20

Lemma 6. Let Q = g(D) be a delta operator, and let S = s(D) be an
invertible shift-invariant operator. Let q~'(t) be the formal power series
inverse to q(t). Then the generating function for the Sheffer set s,(z)
relative to Q and S is given by

a0 = 3 5n(®)

1
s @) &l

Lemma 7. Let s,(z) andt,(z) be Sheffer sets relative to the delta operators
Q = gq(D) and P = p(D), and to the invertible shift-invariant operators S =
8(D) and T = t(D), respectively. Let q,(z) and pn(z) be the basic sets for
Q and P. Denote 8,(t(z)) by rn(z), then ro(z) is a Sheffer set relative to
the invertible operator t(D)s(p(D)) and the delta operator q(p(D)), having
as basic set the sequence gn(p(z)).

3. Main results

Let pn(z) = Y p_o B(n,k)z* (n > 0) be a sequence of polynomials of
binomial type (studied in [3]) and pn(p(z)) = z™. A sequence {a,} is
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called a self-inverse sequence related to the sequence of polynomials p,(z)
of binomial type if an = Y ;-0 B(n,k)ar (n > 0). The present authors
have studied these sequences in [1].

Throughout this section, let

sn(z) = z": A(n, k)z*  (n>0), (1)

k=0

which satisfies s,(s(z)) = z™ for all n, be a Sheffer set relative to the
invertible operator S = s(D) and the delta operator @ = ¢(D), where
s(t) and g(t) are formal power series. Let p,(z) be the basic set for Q.
By Lemma 7, we know that s,(s(z)) = z" is a Sheffer set relative to the
invertible operator s(D)s(g(D)) and the delta operator g(g(D)) which has
a basic set p,(p(z)). However, z™ is the basic sequence for the derivative

operator D. Thus we have s(t)s(g(t)) = 1, po(p(z)) = z™ and g(q(t)) =1,
ie., g(t) = ¢~'(t). Using Lemma 6, we get that s,(z) (n > 0) has the
following exponential generating function:

&° “le) _ 1 zq(t
:‘;os"(m T = @)

The basic set p,(z) (n > 0) has the following exponential generating func-

tion:
7 za(t)
D pal) = =€™ 3)
n>0

From (1) and (2), we have
o LY A bt = Tt Y A B Z k("(t))k .
750 " k=0 k20 n>k S(Q(t))

Therefore, the entries A(n, k) have a “vertical” generating function:

a1 (@)

Now we can give the main results of the self-inverse sequences related
to Sheffer sets.

For any sequence {a,}, let the exponential generating function of {a,}

be
A(z) = Zan -

n20
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We have:
Theorem 1. {a,} is a self-inverse sequence related to the Sheffer set sn(x)

if and only if A(z) = mA(q(z)).

Proof.
a,.;=z:A(n,Ic)a,c
k=0
= Alx)= Z EA(n,k)ak—zakZA(n,k)—
n>0 " k=0 k>0 n>k
1 (a(=)* _
=2 ey B e @A) o

Obviously, if {a,} and {b,} are self-inverse sequences related to the
Sheffer set s,(z), {aan + Bbs} is a self-inverse sequence related to the
Sheffer set s,(z), where a and J are arbitrary constants.

Sun[7] gave some transformation formulas for self-inverse sequences.
Similarly, we have the following theorems.

Theorem 2. Let {a,} be a self-inverse sequence related to the sequence of
polynomials p,(x) of binomial type, and cn = 35—y (¥)axbn—k. Then {c,}
is o self-inverse sequence related to the Sheffer set sn(z) if and only if {bn}
is a self-inverse sequence related to the Sheffer set sn(z).

Proof. By Theorem 1 in [1], we have A(z) = A(g(z)). Let C(z) =
a0 cn gy and B(z) = 3,50 bn %y Then

Clz) = nZ)% o kZO ( )akbn—k = Zak ] ’abu—k = A(z)B(z) .

Hence, we have

Clz) = Cle(z)) <= Al)B(z) = ——=A(a())B(a(2))

(())
(()) B(g(=)) -

(())

— B(z)=

The result follows Theorem 1. O

Theorem 3. Let u,(x) be a Sheffer set relative to the invertible operator
U = u(D) and the delta operator Q, and let v,(z) be a Sheffer set relative
to the invertible operator u(D)s(D) and the delta operator Q. Suppose
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that {an} is a self-inverse sequence related to the Sheffer set sp(z) and
{bn} is a self-inverse sequence related to the Sheffer set un(z). Let cn =
Srco (R)akbnk. Then {c,} is a self-inverse sequence related to the Sheffer

set vp(z).

Proof. Let C(z) =}_,5¢ ¢cnZr and B(z) = 2on>0 bnZ;. Then

C) =Y = = Z( )akbn_k—Zak T D bk ——_———A(:z:)B(a:)

n>0 k=0 n2k

By Theorem 1,we have:

A(z) = (¢(z)) and B(z) = B(g(z)) -

1
@ e

Hence,

1 1
C(z) = A(z)B(z) = WA(q(x))B(q(x)) = WC(Q@)) .

From Theorem 1, we have {c,} is a self-inverse sequence related to the
Sheffer set v,(z). O

Now we give some methods by which we can create the self-inverse
sequences related to the Sheffer set sn(z).

Theorem 4. {a,} is a self-inverse sequence related to the Sheffer set s,,( )
if and only if there ezists a self-inverse sequence {v,} related to the Sheffer
set sp(z) such that

n

an =Y _Alm,k)vk +vn  (n20).
k=0

Proof. Suppose that {a,} is a self-inverse sequence related to the Sheffer
set sn(z). Then an = Y p_o A(n, k)ax. Let v, = %5. We have

Gn @
ZA(‘n, — -2L‘-=?n+7"=an.
k=0

Conversely, let V(z) = 3450 vk-ﬁ-. Then

A(z) > (Z A(n, k)vi + vn) ==Y u ) Aln, k) + Zvn—n
n>0 \k=0

k20 a2k n2>0

1 T
2 @) oy *Z = Ty V@

k>0
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Thus we have

T T =V(z
) Ao = e (s() V(@) +V(al) ) ”*((» (a(=))

=A($) . a

Corollary 1. Let ag = 0, a; = A(1,1) + 1, and an = A(n,1) (n > 2).
Then {a,} is a self-inverse sequence related to the Sheffer set sn(z).

Proof. Let vp =0, v; = 1 and v, =0 (n > 2) in Theorem 4. O

Corollary 2. Let a, = sp(a)+a®, where a is an arbitrary constant. Then
{an} is a self-inverse sequence related to the Sheffer set sn(z).

Proof. Let v, =a™ (n 2 0) in Theorem 4. [

Theorem 4 has an equivalent form:

Theorem 5. {a,} is a self-inverse sequence related to the Sheffer set sn(z)
if and only if there exists a function f : Z — C such that

=3 (3)pr-sta)sxt@)s() + ).

k=0

Proof. Following the string of identities:

> (3)pa-rD@)70) = [(Z (:)pn_k(l)skm)) f(_q;)]

k=0 k=0 z=0
= [8n(A + Df(@)]e=0 = [n(E)f(2)]e=0 = [D_ A(n, k) E* f()]z=0
k=0
=Y Aln,k)f(k)
k=0

we get the result. O

The following theorem is shown by the operator method.

Theorem 8. Suppose that Ta(z) = Y x_o Tn, kZ* is a Sheffer set relative
to the invertible operator R = r(D) and the delta operator P = p(D). Let
un(z) = 12 (8(2)) = o po Un, k5. If {an} is a self-inverse sequence related
to the Sheffer set sn(z), we have the following identity:
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n n
27‘,,' KOk = Zun, kQk -

k=0 k=0

Proof. By Lemma 7, we know that u,(z) is a Sheffer set relative to the
invertible operator s(D)r(g(D)) and the delta operator p(g(D)). Let T be

a linear operator such that Tz" = a,. Then

Tsa(z) =T Y A(n,k)z* =Y _ A(n,k)TzF =" A(n, k)ax = an .
k=0 k=0 k=0

Therefore, we have Tz" = T's,(z). If f(z) is a polynomial, we get T f(z) =
Tf(s(z)) by linearity. Let f(z) = ro(z). Inmediately, we have
Trp(z) = Tra(s(z)) = Tun(z) ,
ie.,
Z Tn, yTzk = Zun' %
k=0 k=0
The result follows Tz* = a;. O

4. Self-inverse sequences related to the Laguerre polynomials of
order o

The Laguerre polynomials of order a,

Eonlfoa+n
L@ =3 -"—( )(—1)'=x‘=,
2k \a+k

is a Sheffer set relative to the invertible operator S = s(D) = (I — D)~=~!
and the delta operator @ = ¢(D) = 'Dp-_z‘ The basic sequence for the delta
operator @ is the basic Laguerre polynomials

P onlfn—
Ls"‘l)(x) = Lp(z) = ’; % (: _ i) (—l)kx" .
We know that L{ (L()(2)) = 2™, If an = Yh_g B (&™) (~1)*ax (n 2 0),
we say that {a,} is a self-inverse sequence related to the Sheffer set A (z).

From Theorem 1, we have:

Proposition 1. {a,} is a self-inverse sequence related to the Sheffer set

LS.“)(:::) if and only if the exponential generating function A(z) = Enao an —‘fg—
satisfies A(z) = (1 — z)~*"1A(Z=).

z—1
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Obviously, using Corollary 1, we have the sequence {a,}, which satisfies

ay=a; =0and a, = —-n'(gi'll) n > 2), is a self-inverse sequence related

to the Sheffer set L,(f‘) (z). Moreover, by Corollary 2, the sequence {a,},
which satisfies
= a+n k n
Z (a + k) o) +a

where a is an arbitrary constant, is a self-inverse sequence related to the
Sheffer set L{™(z).

Applying Theorem 2, we have the following proposition:
Proposition 2. Let {an} be a self-inverse sequence related to the Laguerre
polynomials Ln(z), and cn = Y k=0 (})akbn—k. Then {cn} is a self-inverse
sequence related to the Sheffer set LS )(:c) if and only if {bn} is a self-inverse
sequence related to the Sheffer set L) (z).

From [1], we know that the sequence {a,}, which satisfies ap = a; =0
and a, = —n! (n > 2), is a self-inverse sequence related to L,(z). Then
we have:

Corollary 3. Let co = ¢ =0 and cn = — Yp_p 2gy10n—k (n 2 2). Then
{cn} is a self-inverse sequence related to the Sheffer set L™ (z) if and only
if {bn} is a self-inverse sequence related to the Sheffer set L (z).

For the Laguerre polynomials L$.°)(:c) of order a, Theorem 4 and The-
orem 5 can be restated as follows.

Proposition 3. {a,} is a self-inverse sequence related to the Sheffer set
L) (z) if and only if there exists a sequence {v,} such that

an = Zkl(z::-_;:)(-l)kvk'l'v" (n20).

Proposition 4. {a,} is a self-inverse sequence related to the Sheffer set
L (z) if and only if there exists a function f: Z — C such that

=3 (}) B0 L (@)10) + 1)

k=0
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The Laguerre polynomials Ls,“)(:z:) of order « is a Sheffer set relative
to the invertible operator s(D) = (I — D)~*~! and the delta operator

g(D) = Bp—'b and L (z) is a Sheffer set relative to the invertible operator
(I-D)~#-1 and the delta operator 727. However, L+ (1) is a Sheffer
set relative to the invertible operator (I — D)~~Y(I — D)™#-! = (I -
D)~(@+h+1)=1 and the delta operator 52;. Hence, by Theorem 3, we
have:

Proposition 5. Suppose that {an} is a self-inverse sequence related to
the Sheffer set L™ (z) and {b,} is a self-inverse sequence related to the

Sheffer set L) (z). Let c, = k=0 (7)akbn_k. Then {ca} is a self-inverse

sequence related to the Sheffer set L2 (g).

Proposition 6. If {a,} is a self-inverse sequence related to the Sheffer set
L (z), we have the following identity:

> (e +rtmene=3 () (CIE T Evm . ©

k=0 k=0

Proof. From [6], we know that

n

MP(z)=)" (:) (B+k+ 1)z "

k=0

is a Sheffer set relative to the invertible operator (I — D)? and the delta
operator D. By Lemma 7,

n

BY(L) (g)) = LE+O)(z) = 1‘1("‘“’“‘)_ kg
MO @) = L@ = il gy g k) D

is a Sheffer set relative to the invertible operator (I — D)~*~#~! and the
delta operator -DA—Y' Let T be a linear operator such that Tz" = a,. From
Theorem 6, we have

TMP)(z) = TMP (L) (2)) = TLE(2)
ie.,

~(n nek _~Rlfa+f+n
,Z':o (k)(ﬁ+k + 1) Tz = Z o (a-{.ﬁ.*. k)(_l)kak .

k=0

The result follows immediately. O
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