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Abstract. P. Erdds, F. Harary and M. Klawe had studied K,,—residual
graph, and came up with some conjectures and conclusions about
m — K,—residual graph. For connected m — Kj—residual graph, they
constructed m — Ky—residual graph with order 3m + 2 and proposed that
3m + 2 is the minimum order which was not proved. In this paper, by
operation property of set and some other methods, we proved that the
minimum order of connected m — Ky—residual graph is 3m + 2.
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1 Introduction

The definition of residual graph was put forward by P. Erdés, F. Harary and
M. Klawe and they proved that Cj is the only connected K;—residual graph
the minimum order of which is 5; for n # 2, the minimum order of connected
K, —residual graph is 2(n + 1); for n # 2,3,4, K, 11 xK> is the only con-
nected K, —residual graph which has a minimum order. They also proved
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that for m — K,—residual graph, (m + 1)K, is the only m — K, —residual
graph the minimum order of which is (m + 1)n. And at the same time,
they proposed two conjectures about connected m — K, —residual graph as
follows:

Conjecture 1. Ifn # 2, then every connected m — K,—residual graph
has at least min{2n(m + 1), (n + m)(m + 1)} vertices.

Conjecture 2. For n large, there is a unique smallest connected m —
K, —residual graph.

There has been quite a few results [2-9] on the study of residual graph,
of which the reference[2] discussed about the weakly minimum order of
complete residual graphs and proved that there exists K, —residual graph
whose order is 2(n + k) for any n,k € N* and for n = 2,4, the order of
K, —residual graph is 2n+3 and for n = 6, C5[K3] is the only K—residual
graph with a minimum odd order 15. The reference [3] discussed about
odd order complete residual graphs, proved that for any odd =, there exist
no odd order complete residual graphs and also it got the minimum order
complete residual graph for n = 0(mod2) and constructed some special
odd order complete residual graphs. The reference [4] solved problems
about 2 — K, —residual graph, proved the conclusion that K, im X Km41
is an m — K,,—residual graph founded by Erdés et al for n > 5, n #
6, got the minimum order and the only extremal graph for n = 4 and
got two non-isomorphic 2 — Kg—residual graph. The reference [5] studied
3 — K, —residual graph and proved the conclusion of Erdés et al for n > 11.
As for studies on other kinds of residual graphs, the reference [6] solved
problems about residual graphs composite by 3 dimension hyperplane graph
and K, and obtained its minimum order and the only extremal graph. In
[7] and [8], it researched the minimum odd order and extremal graph of
two special residual graphs. In [9] and [10}, it showed some application of
residual graphs.

The studies on connected m — K, —residual graph is mainly about work-
ing out its minimum order, constructing its extremal graph and proving the
uniqueness of its extremal graph, which is practically very difficult. Here we
take two cases, the first case is that if n = 1, m = 2, then 2 — K —residual
graph with order as figure 1 can be connected, however, the proving of
minimum order and uniqueness of its extremal graph haven’t been worked
out. Another case: for n = 1, m = 3, two non-isomorphic 3 — K; —residual
graphs with order 8 as figure 2, 3 can be constructed, but it’s difficult to
find out all the isomorphic 3 — K; —residual graphs.

For connected m — Ky—residual graph in reference(l], P.Erdds et al
constructed connected m — K5 —~residual graph whose order is (3m+ 2) and
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proposed that (3m + 2) is the minimum order which was not proved. In
this paper, by operation property of set and some other methods, we prove
that the minimum order of m — Ky—residual graph is 3m + 2.
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Fig1 : 2-K —residual graph with order 6  Fig2: 3-K —residual graph with order 8

2 Preliminaries

We need to recall the following concepts and results for solving the m —
Ks~—Residual Graphs.

Definition 2.1 [{] Assume G = (V, E) is a simple graph with verter set
V and the edge set E, denote E = E(G), V = V(G), v(G) = |V| is the
order of G. If denote U = {uy,uz,--- ,ux} C V, is a nonempty subset
of V.= V(G), denote by < U >=< uy,uy,---, ux > the subgraph G[U]
induced by the subset U. In particular, for the sake of convenience, denote
G =<V >=<v,vs, -+ ,vn >, where V =V(G) = {v1,v2, -+ ,vn}.

Definition 2.2 Assume G is a simple graph, if v € V = V(G), then we
say that v is in G, and simply denote byv € G. Ifv € H, H is a subgraph
of G, denote by H C G, Ny(v) = {z € H, z is adjacent to v, or z = v}
represents the closed neighborhood of v in H. Generally, Ng(v) is simply
denoted as N(v). If F C G, N(F) = Ng(F) = UN(v),v € F represents
the closed neighborhood of F.

Definition 2.3 [11] Assume that F is a given graph. If for every vertice
u € V(G), the graph obtained by removing the closed neighborhood of u
from G is isomorphic to F, then G is said to be F—~residual graph. We
inductively define a multiply-F-residual graph by saying that G is m — F—
residual graph if the removal of the closed neighborhood of any vertex of G
results in an (m — 1) — F—residual graph, where of course a 1 — F—residual
graph is simply F—residual graph.

Definition 2.4 [11] Assume that G; = (W, Ey), G2 = (Vy, E,), G =
G1[Gs] which is composite by Gy and G3 is defined as V(G) = VixV,p =
{v = (v1,)|(v1 €V, v2 €V2}. Two vertices u = (u,uz), v = (v1,v2) are
adjacent to each other, if and only if, u; is adjacent to v; in Gy, oru; =v;
and uy is adjacent to vy in G,
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Definition 2.5 Let G1 = (W4, E}) and Gy = (Va, E») be two disjoint graph-
s, the join of two graphs G and G,, denoted by G = G; + G, is defined
as V(G) = ViUV, E(G) = E\UEU(V1, V).

By Definition 2.5, we have

Lemma 2.6 Let G = G; + G, G is a m — F—residual graph, if and only
if, both G1 and G5 are m — F—residual graphs.

Definition 2.7 4] Let X,Y C V(G), XNY = 0. X is said to be adjacent
toY, if there exzists ¢ € X and y € Y, such that zy € E(G), and vice
versa. If zy € E(G) forallz € X andy € Y, then X is said to be
complete adjacent to Y, and vice versa. For example, X andY are said to
be nonadjacent if there are no edges between them.

Definition 2.8 [4]/ For any u € G, define G, = G — N(u). For conve-
nience, let < U > represent the induced subgraph of U in G.

Lemma 2.9 [1] Assume G is a F—residual graph, then for any u € G,
d(u) = v(G) — v(F) — 1.

Lemma 2.10 [1] Every m — K, —residual graph has at least (m + 1)n ver-
tices, and (m + 1)K, is the only and smallest m — K,,—residual graph with
(m + 1)n vertices.

Lemma 2.11 [1/Assume G is a Ko— residual graph, then Cs is the only
connected Ko— residual graph with minimum order 5.

3 On connected m — Ky—residual graph

Lemma 3.1 If G is e mK;—residual graph and G # (m+1)K3 form > 2,
then v(G) 2 4(m + 1) and Kpy1,m+1(K2] is the only extremal graph.

Proof. Forany u € G, let G, = HHUH, U---UH,, = mK,, H;
Kot =1,2,--- ,m. Forv € Hy,, then G, = HUH, U .--UH,,_,
mKy, Hy & K3, assume w € Hy, then Gy, = HoUHy U ---U H,, = mK,.
and (HoUH,UH,U---UH,,) = G; C G. By Lemma 2.10, G, & (m+1)Kj,
hence v(G;) > 2(m + 1). And since G # (m + 1)Ky, let X =G — Gy #0,
then G, is completely adjacent to X. Let G = (X) + G1, by Lemma 2.6,
(X) = G is mKy—residual graph, and ¥(G2) > 2(m + 1), hence

V(G) = v(G1) + ¥(G2) = 2(m+1)+2(m +1) =4(m +1).
And for ¥(G) = 4(m+1), Gy =G2= (m+1)Ko, hence G = Kny1 my1[Ka)
In the following, we take the case m = 3 for an explicit explanation.
For any u = vg € V(G), Gy = G — N(u) = 3K,. Let v = v, € V(G), then

I
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Gy = G ~ N(v) = 3K, and let w = v3 =€ V(G), then G, = G — N(w) &
3K,. Let Gy = 4K, and G, C G. Let V(G,;) = V', because of G # 4K,
we have V(G) — {v1,v2,--- ,us} = X # 0 and X is completely adjacent
to V'. Let (X) = G,, for any z € X, G — N(z) = G, — Ng,(X) = 3K,
hence G; is 3Kz—residual graph and v(G2) > 8, then G = (X) + G,
V(G) = v(G;) + v(G2) > 8+ 8 = 16. We can construct G with order 16 as
figure 4.
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Fig3: 3-K —residual graph with order 8 Figd: 4 Ka-residual groph with order 16

Lemma 3.2 Assume G is a connected m — Ky—residual graph. If u € G,
then for any v € Gy, let G, = H(v) U F(v), u € H(v) & K, H(v) be
non-adjacent to F(v) and F(v) be (m — 2) — Ky—residual graph, m > 2,
then v(G) > min{(4m + 4,4m + 6(n) + 1)}, where §(n) is the minimum
degree of vertices.

Proof. Let G, = HiUF,u € Hy 2 K, NH}))NF =0 and X =
N(H,) — H,, then for any w € (G — N(Hy)) C G4,

Gy =HUF,, N(Hl)ﬂFz =0,

hence F; C G — N(H;) = Gy, then F, is (m — 2) — Ky—residual graph,
Gy is (m — 1) — Ky—residual graph, v(G;) > 2m, X C N(w) and G, is
completely adjacent to X. In the following, the paper makes a discussion

according to two cases:
Case 1 When H, is completely adjacent to X, G = (X) + (H; UG,).
By Lemma 2.6 and Lemma 2.10

V(G) >v(X)+ V(Hl UG)) =2(m+ 1)2 =4m+4.

, Case 2 When H; is not completely adjacent to X, if there exist a vertex

u € H,, which makes

X-Nu)=X1#0,Ga=G-N@)=(X;UGy) = (X;) + Gy,
then Gz is a (m — 1) — Ko—residual graph. By Lemma 2.6, Lemma 2.9 and
Lemma 2.10,

V(G) =v(Gy) +d(uw) +1, ¥(G2) 22 x2(m+1—1) =4m,
hence

Y(G) > 4m +d(u') +1 > dm+48(n) + 1.
This completes the proof.
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Lemma 3.3 Assume G is a connected m — Ko—residual graph. If m > 2,
u € G, for everyv € G, G, is disconnected, then v(G) 2 v(F)+4(m—r),
where G, = G— N(v), G, = G—N(u), u € F and F is a component of G,
for some v € Gy, F is ar — Ko— connected residual graph, 0 <r <m —2.

Proof. Assume for any v € Gy, G, = G — N(v) is not connected.
Let A= {H|H C Gy,v € Gy,u € G}, and F € A(F is biggest connected
subgraph) and let G, = F UG, F be r — Ky—residual graph; G; be
(m — r — 2) — Kp—residual graph and F = Kj for 7 = 0, then for any
u € G, G, = mK, and by Lemma 3.1, v(G) > 4(m +1).

For any w € G — N(F) C Gy, let G, = F) UGj,. Because F C
Gu, F C F,. Since F is the biggest connected component, then F} = F
and G, = FUGs, N(F)NGa = @, hence G2 C G — N(F), Gz is an
(m—r—2) — Ky—residual graph, G— N(F) is an (m —r — 1) — Kp—residual
graph, and v(G — N(F)) > 2(m —r).

Let N(F) — F = X, then G — N(F) is completely adjacent to X. In
the following, the paper makes a discussion according to two cases:

Case 1 When F is completely adjacent to X,

G = (N(F)U(G — N(F)) = (X UF U (G - N(F)))

=(X)+(FU(G-N(F))) =({(X)+(G-X)
By Lemma 3.2, | X| > 2(m + 1), and by Lemma 3.1,

v(G)22(m+1)+v(F)+2(m—7) 2 v(F)+4(m —r).

In the following, we take the case m = 3, r = 1 for an explicit explana-
tion. Let F be Kp—residual graph, let G; be K. X is completely adjacent
to F and G — N(F), (G — N(F)) is a Kp—residual graph. Then we can
construct G as figure 5, ¥(G) > v(F) + 8 =v(F) +4(3-1).

Case 2 When F is not completely adjacent to X, we have two cases as
follows.

When there are exactly +1 independent sets, then {ug, u1, -+ ,u,} C F
and X — N(ug,u1,--- ,ur) = X1 # 0, hence

G' =G — N(ug,u1, -+ ,ur) = (X1) + (G = N(F)),

then G is (m — r — 1) — Ka—residual graph, and |X;| > 2(m — r). By the
proof of Case 1, ¥(G) 2 v(F) + 4(m — ).

Next, we take the case m = 3, r = 1 for an explicit explanation. Let
F be Ko—residual graph and (G — N(F)) be Ky -residual graph. Then we
can construct G as figure 6 and v(G) > V(F)+8 =v(F)+4(3-1). In
Fig.6, where F = K;UK;U KUK, and the adjacent as show by the Fig.6.
X = K3UK> and the adjacent as shown by the Fig.6. G—N(F) = KoUK>
and the adjacent as shown by the Fig.6.

28



Fig5: 3Ky -residual graph Figb: 3-K: —residual graph

When there are ! independent sets, of which ! < » 4+ 1 and for any { + 1
independent sets, then {uj,ug, -+ ,uw} C F. Let X — N(ug,ug,* -, ) =
X2#0, but X — N(u,uz,-+- ,ui41) = 0. We have

G =G-N(u1,u3, - ,u) = (FUXU(G—N(F)))~N(u1,uz, - ,u1)
= (F_N(u11u21"' ,U[))U(X—N(UI,U2,'“ 7ul))U(G—N(F)
—N(uy,ug, - yup))= (F’UXQU(G—N(F))

= (Xa) +(F U(G- N(F))).
Where F' = F — N(uj,ug,-+- ,u), G is (m — 1) — Ky—residual graph,
(X2) and (F' U(G — N(F))) are (m — l) — Ko—residual graph. Then
Y(G) = |N(u1,u, - ,w)| + | Xa| + |F'| + |G ~ N(F)|
= IN(U’I)U%"' >u1)UF'I+|X2I+IG_N(F)I
2v(F)+2m—=14+1)+2(m—71) > v(F)+4(m ~7)
And next, we take the case m = 6, r = 3, | = 1 for an explic-
it explanation. In order to illustrate it let X = X,, for v € F, then

X =X—N(u)= Xy #0, for any w € F, but w does not belong to N(u),
then X — N(u,w) = 0. And we can construct G as figure 7, then we have

G"=G-N(u)=(FUXU(G~-N(F))) - N(u)
=(F-N(u)U(X - N(u))U(G—N(F)— N(u))

= ((F~N(u))UX,U(G - N(F)).
And

v(G) = [N(u)| + |G|

= [N(u)| +|F = N(u)| + | Xz| + |G — N(F)|
=VU(F) +|X2| + |G - N(F)|
=v(F)+12+46 > v(F) + 4(6 — 3).
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Fa
F=FiUH
k= Us =Ko XKs

=X

" Fig7: 6-Kz -residual graph Fig8: 2K —residual groph with order 8

In Fig.7, where F} = K4 x Kg = Fo,UF3, Fp =< u,v >, H = KUK UK),
F=FRUH X =X=K UK, UKUK,UK;UK,, G- N(F) =
KoUKyU K,. In Fig.7, we have Fj is completely adjacent to X and H, X
is completely adjacent to and H and G — N(F).

By Lemma 3.3 if ¥(G) < v(F) + 4(m — r), there must exist a vertex
v € Gy, which makes G, = G — N(v) connected.

Lemma 3.4 Assume G is a connected m— Ky —residual graph, then 6(G) >
2.

Proof. Because G is connected m — Kp—residual graph, for any v € G,
obviously d(v) > 1. Then we prove d(v) # 1: when d(v) = 1, assume v is
adjacent to v and u is adjacent to w, (u,w € G) if removing w, then v is
isolated point, which contradicts Definition 2.3, hence d(v) > 1, §(G) > 2.
This completes the proof.

Theorem 3.5 Assume G is a connected m — Ko—residual graph, then
v(G) > 3m + 2 and the figure 10 is an m — Ky—residual graph with or-
der 3m 4- 2.

Proof. The paper adopts mathematical induction to prove the theorem:

When m = 1, by Lemma 2.11, ¥(G) 2 3x 142 =5, ¥(G) =5 is the
minimum order, then the conclusion correct and Cs is the only connected
K3—residual graph with minimum order 5.

When m = 2, let G be connected 2 — Ky —residual graph. For any v € G,
if G — N (v) is not connected, by Definition 2.3, then G, = G— N (v) = 2K,.
By Lemma 3.1, »(G) > 12. Next we need to prove ¥(G) = 8, because
v(G) = 8 < 12, by Lemma 3.3, there must exist & v € G, which makes
G, =G -~ N(v) and G, connected. And because G, is Ky—residual graph
and v(G,) > 5, by Lemma 3.4, d(v) > 2, and by Lemma 2.9, v(G) =
v(Gy) +d(v) +1 > 5+ 2+ 1 = 8, hence the conclusion is correct when
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m = 2. 2 — Kz—residual graph with order 8 as figure 8 can be constructed
according to K;—residual graph .

When m = 3, let G be connected 3 — Ky —residual graph, next we need
to prove ¥(G) > 3 x 3 + 2 = 11: when ¥(G) = 11, v(G) is the minimum
order, for the reason that v(F)+4(m—r) =5+4(3—1) = 13 > »(G) =11,
of which F is Kj—residual graph, » = 1 and v(F) > 5. By Lemma 3.3,
there must exist a v € G, which makes G, = G — N(v) and G, connected.
And because G, is 2 — Ky—residual graph, and v(G,) > 8, by Lemma 3.4,
then d(v) > 2. And by Lemma 2.9, v(G) = ¥(G,)+d(v)+1 > 8+2+1 =11,
hence the conclusion is correct when m = 3. According to 2 — K> —residual
graph, 3 — Ky—residual graph with order 11 as figure 9 can be constructed.

Assume that the conclusion is correct when less than m. When m, let
G be connected m — K;—residual graph, because

V(F)+4(m—r)=8r+2+4m—4r =3m+2+m—r > v(G) = 3m+2,
of which F' is r — Ky—residual graph(0 < r < m — 2), by induction hy-
pothesis, then v(F) > 3r + 2. And by Lemma 3.3, for any u € G, then
exists v € G, which makes G, = G — N(v) and G, connected. Since G, is
(m—1)— K, —residual graph, by induction hypothesis, v(G,) > 3(m—1)+2.
By Lemma 3.4, d(v) > 2. And because

V(G)=v(Gy)+d(v)+123(m—-1)+2+2+4+1=3m+2,
the conclusion is correct and v(G) > 3m + 2. According to the construc-
tions of 2— K, —residual graph and 3— K, —residual graph, we can construct
m — Kj—residual graph with order (3m + 2) as figure 10.

AN

Fig9: 3—K2-residual graph with minimum order 11
W .” W m+2
oo 2m

Fig10: m=K: -residual graph with minimum order 3m+2
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