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Abstract

A subset S of V(G) is an independent dominating set for G if S is
independent and each vertex of G is either in S or adjacent to some vertex of
S. Let i(G) denote the minimum cardinality of an independent dominating
set for G. For a positive integer ¢, a graph G is t-i-critical if i(G) = t, but
i(G + uv) < t for any pair of non-adjacent vertices u and v of G. Further,
for a positive integer k, a graph G is k-factor-critical if for every S C V(G)
with |{S] = k, G — S has a perfect matching. In this paper, we provide
sufficient conditions for connected 3-i-critical graphs to be k-factor-critical
in terms of connectivity and minimum degree.
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1 Introduction

Let G denote a finite simple undirected graph with vertex set V(G) and edge set
E(G). The complement of G is denoted by G. For § C V(G), S is independent if
no two vertices of S are adjacent. The number of components of G and the number
of odd components of G are denoted by w(G) and wy(G), respectively. For a vertex
v of G, the neighbour of v in G, denoted by Ng(v), is {u € V(G)]u is adjacent
to v} and degg(v) = |[Ng(v)|. The minimum degree of G, denoted by §(G), is
min {dege(v)|v € V(G)}. For § C V(G), Ng(v) N S is denoted by Ng(v). For a
positive integer k, a graph G is said to be k-connected if |V(G)| > kand G- X is
connected for every X C V(G) if | X| < k. Further, a graph G is k-factor-critical
if for every S C V(G) with |S| = k, G - S has a perfect matching. 1-factor-
critical and 2-factor-critical graphs are also called factor-critical and bicritical,
respectively.

For § C V(G), S is a dominating set for G if each vertex of G either belongs
to S or is adjacent to a vertex of S. A dominating set which is also independent
is called independent dominating set. The minimum cardinality of an indepen-
dent dominating set for G is called the independent domination number of G and
denoted by i(G).

In 1994, Ao [6] introduced the concept of “independent domination critical”.
For a positive integer ¢, a graph G is t-i-critical if i(G) = ¢, but i(G + uv) < t
for any pair of non-adjacent vertices u and v of G. It is easy to see that the only
1-i-critical graphs are K, for some positive integer n. Ao [6] proved that G is
2-i-critical if and only if G = Ui, Ki,r, for some positive integers r; and n. For
t 2 3, there are very few known results concerning connected t-i-critical graphs.
Some properties of connected 3-i-critical graphs were established by Ao [6) and
Ananchuen and Ananchuen [1, 2. However, none of them concerns k-factor-
critical property. In this paper, we provide sufficient conditions for connected
3-i-critical graphs to be k-factor-critical, for a positive integer k, in terms of the
connectivity and minimum degree. In fact, we prove the following theorem in
Section 3.

Theorem 1.1. For a positive integer r, let G be a t-connected 3-i-critical graph
of order n where n = r(mod 2) and
= r+1, for1<r<12,
T EE, forr>13.

Further, for 1 <1 <12, 6(G) 2 r + 2. Then G is r-factor-critical. O

We conclude this section by pointing out that sufficient conditions for criti-
cal graphs with respect to ordinary domination (see [3] and [4]) and connected
domination (see [5]) to be k-factor-critical were investigated. All of these results
concernonly 1 < k< 3.

2 Preliminary results

In this section, we state some results that we make use of in establishing our main
results. We begin with some terminology. For a pair of non-adjacent vertices u
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and v of G, I, denotes a minimum independent dominating set for G + uv. Our
first two results follow immediately from the definition of k-i-critical graphs.

Lemma 2.1. Let G be a connected k-i-critical graph and let u and v be non-
adjacent vertices of G. Then |I.,| =k —1 and |I,, N {u,v}| = 1. o

Lemma 2.2. Let G be a connected 3-i-critical graph and let v and v be non-
adjacent vertices of G. Then

1. I, = {u,w} or I, = {v,w} for some w € V(G) — {u,v}.
2. If {w} = Ly — {u,v}, then {u,v,w} is independent. O

The next two results provide necessary and sufficient condition for a graph to
contain a perfect matching and to be k-factor-critical.

Theorem 2.3. (Tutte’s Theorem)(see Page 76 in [7]) A nontrivial graph G has
a perfect matching if and only if, for every proper subset S of V(G), wo(G—S) £
|S]. O

Theorem 2.4. [8] A graph G is k-factor-critical if and only if we(G—S) < |S|—k,
for every S C V(G) and |S| > k. O

Ao [6] provided an upper bound on w(G — S) for connected 3-i-critical graphs
G with a vertex cutset S as follows.

Theorem 2.5. [6] Let G be a connected 3-i-critical graph and S o vertez cutset.
Then w(G - S) < |S| + 1. O

The bound in Theorem 2.5 is improved considerably by Ananchuen and Anan-
chuen [2].

Theorem 2.6. [2] Let G be a connected 3-i-critical graph and S a vertez cutset.
I18] 2 3, then w(G — S) < LEVEETHL o
As a consequence of Theorems 2.5 and 2.6, we have:

Corollary 2.7. Let G be a connected 3-i-critical graph and S a vertez cutset.

Then 18] for |8
-2, or > 6,
WG -S) < { 3, for |S| <5. o

Our last result concerns the minimum degree of connected 3-i-critical graphs
G with a cutset of small size.

Lemma 2.8. [2] Let G be a connected 3-i-critical graph and S a minimum cutset
where 2 < |S| £ 3. If w(G — S) =3, then §(G) =|S|. a
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3 The main results

In this section, we establish the proof of Theorem 1.1. We begin with some
lemmas. Our first result follows immediately from Theorems 2.3 and 2.5.

Lemma 3.1. If G is a connected 3-i-critical graph of even order, then G has a
perfect matching. O

Lemma 3.2. Let G be a 3-connected 3-i-critical graph of even order. If §(G) > 4,
then G is bicritical.

Proof. Suppose to the contrary that G is not bicritical. By Theorem 2.4, there
exists § C V(G) where |S] > 2 and wo(G—S) > |S]—2. Theorem 2.3 and Lemma
3.1 together with the fact that G is of even order implies that wp(G — ) = |5
Consequently, |S| < 3 by Corollary 2.7. Then, by the connectivity of G, |S| = 3
and thus w(G—8) = wo(G—-S) =|S| = 3. By Lemma 2.8, §(G) = 3, contradicting
the minimum degree of G. This completes the proof of our lemma. 0

Lemma 3.3. Let G be a connected 3-i-critical graph and S a cutset of G. Let
Z1, T2, Y1, Y2 be four distinct vertices of G— S where z;y; ¢ E(G) for 1 <1< 2 and
these four vertices belong to at least two different components of G — S. Further,
let {z;} = Iy, — {zi,ys}, 1 <i<2. If either w(G — 8) = 3 but no components
of G — § is a singleton or w(G — S) > 4, then {21,22} C S and z; # 2.

Proof. By our hypothesis, it is easy to see that, for 1 < i < 2, there are at least
two components of G — (S U {z;,y;}) which are dominated by z;. Then 2; € S
and thus {z1,20} C S as required. Let C be a component of G — S containing
z1. We first suppose that y; € V(C) — {21}. Then z2 ¢ V(C) or y2 ¢ V(C) and
thus z1z2 € E(G) or 21y € E(G) since {21} = I ,,, — {z1,91}. Hence, z; # 2,
because {z2,y3, 22} is independent by Lemma 2.2(2).

We now assume that y; ¢ V(C). Since {z2,32} C V(G) - 8, it follows
that |[Ng(z2) N {z1,71}| < 1 and [Ng(y2) N {z1,11}] < 1. Thus z; € Neg(z)
or y1 € Ng(z2) since {2} = I,,y, — {z2,52}. Consequently, z; # z, because
{z1,91, 21} is independent by Lemma 2.2(2). This completes the proof of our
lemma. i}

Lemma 38.4. Let G be o connected 3-i-critical graph and S a cutset of G. Let
71, T2 and x3 be three distinct vertices of G — S and no two vertices of {z1,z2, 3}
belong to the same component of G — S. Further, let {21} = I 4, — {21,%2} and
{22} = Iz\zy — {21,23}. If either w(G — S) = 3 but no components of G — S is a
singleton or w(G — 8) > 4, then {z1,22} C S and z; # 2.

Proof. By similar arguments as in the proof of Lemma 3.3, {z1, 2} C S. By
Lemma 2.2(2), {z1, 22,21} and {z,z3,22} are independent. Since z3 does not
belong to the same component containing x; or z2, 2123 € E(G) because {z;} =
Itz — {z1,22}. By Lemma 2.2(2), 21 # z. This completes the proof of our
lemma. O

Theorem 3.5. For a positive integer k, let G be a t-connected 3-i-critical graph
of even order where
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i = 2k+1, for1< k<6,
BRWETF fork>1.
Further, for 1 < k < 6, 6(G) > 2k +2. Then G is 2k-factor-critical.

Proof We shall prove by mathematical induction. Clearly, our result holds for
k = 1 by Lemma 3.2. We now suppose that our result holds for k — 1 where
k > 2. Suppose to the contrary that G satisfies our hypothesis but G is not
2k-factor-critical. By Theorem 2.4, there is a vertex cutset S where |S| > 2k and
wo(G — 8) > |S| — 2k. By our induction hypothesis, G is 2(k — 1)-factor-critical
and thus, by Theorem 2.4, wo(G — S) < |S| — 2(k — 1). Since G is of even order,
wo(G ~ 8)=|S| -2k +22>2 Then|S|>t2>2k+1 and thus wp(G - S) > 3.
Because §(G) > 2k+2, if wo(G—S) = 3 (that is |S| = 2k+1), then no components
of G ~ S is a singleton.

For 1 < i < |S| — 2k + 2, let C; be an odd component of G — S. Choose
z; € V(C;). Then, for 1 <i# j <|S| -2k +2, the only vertex of Iz, — {zi,z;}
must be in S by Lemmas 3.3 and 3.4. Thus |S| > (1¥1-2%+2)_ It also follows by
Lemma 2.2(2) that z; is not adjacent to the only vertex of I -, — {:,z;} which
is in §. Then |Ns(z;)| <| S| - (|S| — 2k + 1) = 2k — 1. Since §(G) > 2k + 2,
2k + 2 < dega(z;) < (JV(C:)| — 1) + |Ns(zi)| < |V(Ci)| + 2k — 2. Hence, for
1<i<|S| -2k +2, |V(C;)| 2 5 because C; is odd.

Forl1<m#n<|S|-2k+2,let zp,, ,Zm; € V(Crm) and zp,,- -+ , Ty €
V(Cyr) where Zm; # Tm; and Tn, # Ta, for 1 <i# j < 5. Consider G + Zm, Tn,
for 1 €i <5 Put {zzmi,ni} = Ipp 2, = {Zm;,Zn;}- Then, by Lemmas 3.3
and 3.4, Ty, = {zzm‘,xnill <i<5}C S, |Tha =5and for1 <m # n,m #
n < |S| - 2k + 2, if {m,n} # {m',n'}, then Ty N Trprnr = 8. Consequently,
S| > 5(151-25+2) = §(|S| — 2k + 2)(|S| — 2k + 1). Hence, 5|S|? + (13 — 20k)|S]
+5(4k% — 6k + 2) < 0. Consequently, |S| < m‘“‘;‘to@.

We next show that @EL’“;&M < 2k+1forl < k < 6and 22=134808=31
< % —1 for k > 7. We first assume that 1 < k& < 6. Suppose to the contrary that
M:&i%m > 2k + 1 Then +/80k — 31 > 23 and thus k > 7, a contradiction.

Hence, bw"io@ < 2k+1for1 <k <6 as required. We now assume

that k > 7. Again, suppose to the contrary that w > 135‘- — 1. Then
380k — 31 > 10k + 9 and thus 0 > 100k — 540k + 360 = (10k — 27)% — 369 >
1480 since k > 7, a contradiction. Hence, -w‘—'lz’iu@ < 13’—° —1lfork>T.
Therefore, |S| < t, contradicting the connectivity of G. Hence, G is 2k-factor-
critical as required. This completes the proof of our theorem. 0

We now turn our attention to connected 3-i-critical graphs of odd order.

Lemma 3.6. Let G be a 2-connected 3-i-critical graph of odd order. If 6(G) > 3,
then G is factor-critical.

Proof. Suppose to the contrary that G is not factor-critical. By Theorem 2.4,
there exists § C V(G) where |S| > 1 and wo(G — S) > |S] — 1. Since G is of
odd order, wo(G — S) > |S| + 1. This implies by Corollary 2.7 that 1 < |S5] < 2.
Then, by the hypothesis that G is 2-connected, |S] = 2 and thus w(G — S) =
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wo(G — S) = 3. By Lemma 2.8, §(G) = 2, contradicting the minimum degree
requirement of G. This completes the proof of our lemma. 0

By applying similar arguments as in the proof of Theorem 3.5, we have the
following results.

Theorem 3.7. For a positive integer k, let G be a t-connected 3-i-critical graph

of odd order where
= 2k, for1< k<6,
BREELTR fork>1.

Further, for 1 < k<6, 6(G) 2 2k + 1. Then G is (2k — 1)-factor-critical. O

As a consequence of Theorems 3.5 and 3.7, Theorem 1.1 follows.

We conclude our paper by pointing out that the bound on minimum degree
hypothesis in Theorem 1.1 is best possible. The graph H in Figure 1 is 2-connected
3-i-critical graph with minimum degree 2. Clearly, H is not factor-critical. For
positive integers r > 2and n > 2r + 2, let G = 2K, UK, 1)+ 2K, UK,,_,_3)
be the join of graphs 2K U K,_; and 2K, U K,,_,_3. It is not difficult to see
that G is (r + 1)-connected 3-i-critical with minimum degree r + 1. But G is not
r-factor-critical.

Figure 1: A 2-connected 3-i-critical graph with minimum degree 2
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