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abstract

Given a connected graph H, its �rst Zagreb indexM1(H) is equal to the sum of squares of the degrees

of all vertices in H. In this paper, we give a best possible lower bound on M1(H) that guarantees

H is τ -path-coverable and τ -edge-Hamiltonian, respectively. Our research supplies a continuation of

the results presented by Feng et al. (2017).
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1. Introduction

We study simple, undirected, connected, and �nite graphs throughout this paper. Let H be a

graph with vertex set V (H) = {v1, v2, . . . , vp}, i.e., p = |V (H)|. For a vertex vs ∈ V (H), the degree

degH(vs) (= ds) of vs is the number of edges incident with vs inH. Denote by (d1, d2, . . . , dp) the degree

sequence of H with d1 ≤ d2 ≤ · · · ≤ dp. We remove the footnote H from the symbols in the following

context if there is no ambiguity. Furthermore, any given integer sequence π = (d1 ≤ d2 ≤ · · · ≤ dn)

is called a graphical sequence if there exists a graph G having π as its vertex degree sequence.

We shall use H1 ∪H2, H1 +H2 to denote the union and the join of two vertex-disjoint graphs H1

and H2, respectively. We use Kp to denote the complete graph of order p, and by H we denote the

complement of H.

A path with |V (H)| vertices is called a Hamiltonian path of H. If H contains a Hamiltonian path,

then H is traceable. We say a graph H, τ -path-coverable (τ is a positive integer), if the vertex set of
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H can be covered by τ or fewer vertex-disjoint paths. In particular, the notions �1-path-coverable"

and �traceable" are equivalent. A graph H is τ -edge-Hamiltonian if any collection of pairwise vertex-

disjoint paths altogether with at most τ edges belong to a Hamiltonian cycle in H. We refer the

reader to [6] for unde�ned notation and terminology.

The �rst and second Zagreb indices of a graph H, which were introduced by Gutman and Trinajsti¢

in [13], are de�ned as:

M1(H) =
∑

x∈V (H)

deg(x)2 and M2(H) =
∑

xy∈E(H)

deg(x) deg(y).

For historical background and mathematical properties of Zagreb indices, one can refer to [7, 8, 9,

10, 12, 23].

A popular research topic in graph theory is to study whether a given graph has some important

property (such as Hamiltonian or traceable). It is shown in [15] that determining whether a graph

has a Hamiltonian cycle is NP-complete. Although there are some literatures [11, 14, 16, 17, 18,

19, 20, 21] using the bounds of topological indices (or spectral conditions) to con�rm the structure

of graphs, there are still few results related to them. Recently, results concerning the �rst Zagreb

index or reciprocal degree distance have been utilized to study the κ-connectivity, β-de�ciency [3],

Hamiltonian-connectedness [1] and h̄-Hamiltonicity, h̄-path-coverability and h̄-edge-Hamiltonicity

[4] of graphs. By employing the Wiener (or Harary) index, some vulnerability parameters (such as

integrity, toughness, tenacity and binding number) of graphs have been studied [2, 22]. However,

from the �ndings above, one can �nd that there are still some unsolved problems, such as the τ -path

coverable and τ -edge Hamiltonian property of graphs in terms of M1.

In this paper, we have partially solved the problems above, that is to say, we give a best possible

lower bound on M1(H) that guarantees H is τ -path-coverable and τ -edge-Hamiltonian, respectively.

2. τ -path-coverable results

In this section, we give a best possible lower bound on M1(H) that guarantees H is τ -path-coverable.

First, we present the following important conclusion.

Theorem 2.1. [5] Let (d1, d2, . . . , dp) be a graphical sequence, and τ ≥ 1. Suppose that there is no

integer k with 1 ≤ k < 1
2
(p− τ) such that dk+τ ≤ k and dp−k ≤ p− k − τ − 1. Then any graph with

this degree sequence is τ -path-coverable.

For any positive integer p, let τ1 =
1
9
(8p−9−

√
37p2 − 54p+ 9) and τ ∗1 = 1

9
(8p−12−

√
37p2 − 30p+ 9),

and denote H =
{
K1 + (Kp−τ−2 ∪Kτ+1 ), K p−τ−2

2
+ (K2 ∪K p+τ−2

2
), K p+τ+1

2
+K p−τ−1

2

}
.

Theorem 2.2. Let H be a graph with p ≥ 10 vertices and τ ∈ [1, p − 3]. If M1(H) ≥ (p − τ)(p −
τ − 1)2 + F (p, τ), then H is τ -path-coverable if and only if H /∈ H, where

F (p, τ) =



−4τ 2 + (8p− 10)τ − 3p2 + 9p− 6, if p− τ is even and τ ∈ [1, τ1];

or p− τ is odd and τ ∈ [1, τ ∗1 ];

(9τ 3 − (25p− 22)τ 2 + (19p2 − 28p)τ

−3p3 − 2p2 + 24p− 16)/8, if p− τ is even and τ ∈ (τ1, p− 4];

(9τ 3 − (25p− 19)τ 2 + (19p2 − 26p+ 7)τ

−3p3 + 3p2 + 3p− 3)/8, if p− τ is odd and τ ∈ (τ ∗1 , p− 3].
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Proof. Su�ciency. Suppose that H is not τ -path-coverable. According to Theorem 2.1, there exists

an integer s with 1 ≤ s ≤ 1
2
(p − τ − 1) such that ds+τ ≤ s and dp−s ≤ p − s − τ − 1. Recall that

1 ≤ τ ≤ p− 3. Then

M1(H) =

p∑
j=1

d2j ≤ (s+ τ)s2 + (p− 2s− τ)(p− s− τ − 1)2 + s(p− 1)2

=− s3 + (5p− 4τ − 4)s2 + [(p− 1)2 − 2(p− τ − 1)(2p− 2τ − 1)]s

+ (p− τ)(p− τ − 1)2.

Now we consider the following function

f(x) = −x3 + (5p− 4τ − 4)x2 + [(p− 1)2 − 2(p− τ − 1)(2p− 2τ − 1)]x,

with 1 ≤ x ≤ 1
2
(p− τ − 1). So we get

f ′(x) = −3x2 +2(5p− 4τ − 4)x+ (p− 1)2 − 2(p− τ − 1)(2p− 2τ − 1), f ′′(x) = −6x+2(5p− 4τ − 4).

Since p ≥ 10, x ≤ 1
2
(p− τ − 1) and τ ≤ p− 3, we have

f ′′(x) = 3[−2x+ (p− τ − 1)] + 7p− 5τ − 5 ≥ 2p+ 10 > 0,

implying that f(x) is concave up for x ∈ [1, p−τ−1
2

].

Case 1. p− τ is even. Then the maximum value of f(x) can only be f(1) or f(p−τ−2
2

) as x is an

integer. Note that in this case τ ̸= p− 3. Elementary computations yield

f(1) = −4τ 2 + (8p− 10)τ − 3p2 + 9p− 6, (1)

and

f

(
p− τ − 2

2

)
=

1

8
(9τ 3 − (25p− 22)τ 2 + (19p2 − 28p)τ − 3p3 − 2p2 + 24p− 16).

By subtracting Eq. (1),

f

(
p− τ − 2

2

)
− f(1) =

1

8
(9τ 3 − (25p− 54)τ 2 + (19p2 − 92p+ 80)τ − 3p3 + 22p2 − 48p+ 32).

De�ne

Φ1(τ) = 9τ 3 − (25p− 54)τ 2 + (19p2 − 92p+ 80)τ − 3p3 + 22p2 − 48p+ 32 for τ ∈ [1, p− 4].

One can check that τ1 =
1
9
(8p− 9−

√
37p2 − 54p+ 9) is a root of Φ1(τ) = 0, where 37p2− 54p+9

is increasing if p ≥ 10 and hence is always positive at p ≥ 10. We can show that Φ1(τ) = 0 has two

other solutions, say τ2 and τ3. Without loss of generality, we may suppose that τ2 ≤ τ3. With the

help of Matlab, we obtain τ2 = p− 4 and τ3 =
1
9
(8p− 9 +

√
37p2 − 54p+ 9).

Since p ≥ 10, we get τ1 < p − 4, τ3 > p − 3, and 37p2 − 54p + 9 < (8p − 18)2. Hence τ1 >
1
9
(8p − 9 −

√
(8p− 18)2) = 1. Note that Φ1(τ) is continuous on [1, p − 4]. We now consider the

following two subcases.

Subcase 1.1. τ ∈ [1, τ1]. Thus Φ1(τ) ≤ 0 ⇒ f(p−τ−2
2

)−f(1) ≤ 0. So f(x) ≤ f(1) for x ∈
[
1, p−τ−2

2

]
.

Therefore

M1(H) ≤ (p− τ)(p− τ − 1)2 − 4τ 2 + (8p− 10)τ − 3p2 + 9p− 6

= (p− τ)(p− τ − 1)2 + f(p, τ).
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In combination with the conditions of the theorem, the inequality above can only be true if we

take the equal sign. Thus s = 1, and correspondingly d1 = d2 = · · · = dτ+1 = 1, dτ+2 = · · · = dp−1 =

p− τ − 2, and dp = p− 1. So H ∼= K1 + (Kp−τ−2 ∪Kτ+1 ), contradicting the assumption.

Subcase 1.2. τ ∈ (τ1, p − 4]. Thus Φ1(τ) ≥ 0 ⇒ f(p−τ−2
2

) − f(1) ≥ 0. So f(x) ≤ f(p−τ−2
2

) for

x ∈
[
1, p−τ−2

2

]
. Hence

M1(H) ≤ (p− τ)(p− τ − 1)2 +
1

8
[9τ 3 − (25p− 22)τ 2 + (19p2 − 28p)τ

−3p3 − 2p2 + 24p− 16]

= (p− τ)(p− τ − 1)2 + f(p, τ).

In combination with the conditions of the theorem, the inequality above can only be true if the

equality holds. So s = p−τ−2
2

, and correspondingly d1 = d2 = · · · = d p+τ−2
2

= p−τ−2
2

, d p+τ
2

= d p+τ+2
2

=
p−τ
2
, and d p+τ+4

2
= · · · = dp = p− 1. Therefore H ∼= K p−τ−2

2
+ (K2 ∪K p+τ−2

2
), a contradiction.

Case 2. p− τ is odd. Then the maximum value of f(x) can only be f(1) or f(p−τ−1
2

). Note that

f

(
p− τ − 1

2

)
=

1

8
(9τ 3 − (25p− 19)τ 2 + (19p2 − 26p+ 7)τ − 3p3 + 3p2 + 3p− 3).

By subtracting Eq. (1),

f

(
p− τ − 1

2

)
− f(1) =

1

8
(9τ 3 − (25p− 51)τ 2 + (19p2 − 90p+ 87)τ − 3p3 + 27p2 − 69p+ 45).

Denote

Φ2(τ) = 9τ 3 − (25p− 51)τ 2 + (19p2 − 90p+ 87)τ − 3p3 + 27p2 − 69p+ 45 for τ ∈ [1, p− 3].

Note that τ ∗1 = 1
9
(8p − 12 −

√
37p2 − 30p+ 9) is a root of Φ2(τ) = 0, where 37p2 − 30p + 9 is

increasing if p ≥ 10 and hence is always positive at p ≥ 10. We can show that Φ2(τ) = 0 has two

other solutions, say τ ∗2 and τ ∗3 . Without loss of generality, we may suppose that τ ∗2 ≤ τ ∗3 . Using

Matlab, one can get τ ∗2 = p− 3 and τ ∗3 = 1
9
(8p− 12 +

√
37p2 − 30p+ 9).

Since p ≥ 10, we have τ
∗
1 < p − 3, τ ∗3 > p − 3, and 37p2 − 30p + 9 < (8p − 21)2. So τ1 >

1
9
(8p− 12−

√
(8p− 21)2) = 1. Note that Φ2(τ) is continuous on [1, p− 3].

Subcase 2.1. τ ∈ [1, τ ∗1 ]. Then Φ2(τ) ≤ 0, which implies that f(p−τ−1
2

) − f(1) ≤ 0. Hence

f(x) ≤ f(1) for x ∈ [1, p−τ−1
2

]. Therefore the remaining proof is the same as the proof in Subcase

1.1, and the conclusion holds.

Subcase 2.2. τ ∈ (τ ∗1 , p− 3]. Thus Φ2(τ) ≥ 0 ⇒ f(p−τ−1
2

)− f(1) ≥ 0. Hence f(x) ≤ f(p−τ−1
2

) for

x ∈ [1, p−τ−1
2

]. So

M1(H) ≤ (p− τ)(p− τ − 1)2 +
1

8

[
9τ 3 − (25p− 19)τ 2 + (19p2 − 26p+ 7)τ

−3p3 + 3p2 + 3p− 3

]
= (p− τ)(p− τ − 1)2 + f(p, τ).

In combination with the conditions of the theorem, the inequality above can only be true if the

equality holds. Thus d1 = d2 = · · · = dn+τ+1
2

= p−τ−1
2

, d p+τ+3
2

= · · · = dp = p − 1. Hence

H ∼= K p+τ+1
2

+K p−τ−1
2

, which contradicts the assumption. Therefore H is τ -path-coverable.
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Conversely, suppose that H ∈ H. Then one can check that H is not τ -path-coverable.

From the proof of Theorem 2.2, if τ = 1, then the following corollary regarding the traceable

property can be drawn.

Corollary 2.3. Let H be a graph with p ≥ 10 vertices. If

M1(H) ≥ p3 − 8p2 + 25p− 24,

then H is traceable if and only if H ≇ K1 + (Kp−3 ∪K2 ).

3. τ -edge-Hamiltonian results

Again, we begin with the degree sequence theorem.

Theorem 3.1. [5] Let (d1, d2, . . . , dp) be a graphical sequence, 0 ≤ τ ≤ p− 3. Suppose that there is

no integer k with τ +1 ≤ k < 1
2
(p+ τ) such that dk−τ ≤ k and dp−k ≤ p− k+ τ − 1. Then any graph

with this degree sequence is τ -edge-Hamiltonian.

For the following theorem, we will give a best possible lower bound on M1(H) that guarantees H

is τ -edge-Hamiltonian.

Theorem 3.2. Let H be a graph with p ≥ 5 vertices and τ ∈ [0, p− 3]. If

M1(H) ≥ (p+ τ)(p+ τ − 1)2 − τ 3 + 3(1− p)τ 2 − (3p2 − 6p+ 2)τ − 3p2 + 9p− 6,

then H is τ -edge-Hamiltonian if and only if H ≇ Kτ+1 + (K1 ∪Kp−τ−2).

Proof. Su�ciency. Suppose that H is not τ -edge-Hamiltonian. According to Theorem 3.1, there

exists an integer s with τ +1 ≤ s ≤ 1
2
(p+ τ − 1) such that ds−τ ≤ s, dp−s ≤ p− s+ τ − 1. Note that

0 ≤ τ ≤ p− 3. We have

M1(H) =

p∑
j=1

d2j

≤ (s− τ)s2 + (p− 2s+ τ)(p− s+ τ − 1)2 + s(p− 1)2

= −s3 + (5p+ 4τ − 4)s2 + [(p− 1)2 − 2(p+ τ − 1)(2p+ 2τ − 1)]s

+(p+ τ)(p+ τ − 1)2.

We de�ne

g(x) = −x3+(5p+4τ − 4)x2+[(p− 1)2− 2(p+ τ − 1)(2p+2τ − 1)]x with τ +1 ≤ x ≤ 1

2
(p+ τ − 1).

Thus

g′(x) = −3x2 +2(5p+4τ − 4)x+ (p− 1)2 − 2(p+ τ − 1)(2p+2τ − 1), g′′(x) = −6x+2(5p+4τ − 4).

Since p ≥ 5, x ≤ 1
2
(p+ τ − 1) and τ ≥ 0, we obtain

g′′(x) = 3[− 2x+ (p+ τ − 1)] + 7p+ 5τ − 5 ≥ 7p− 5 > 0.
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So g(x) is concave up for τ + 1 ≤ x ≤ p+τ−1
2

.

Case 1. p + τ is even. Thus the maximum value of g(x) can only be g(τ + 1) or g
(
p+τ−2

2

)
. Note

that in this case 0 ≤ τ ≤ p− 4. Elementary computations yield

g(τ + 1) = −τ 3 + 3(1− p)τ 2 − (3p2 − 6p+ 2)τ − 3p2 + 9p− 6, (2)

and

g

(
p+ τ − 2

2

)
=

1

8
(− 9τ 3 − (25p− 22)τ 2 − (19p2 − 28p)τ − 3p3 − 2p2 + 24p− 16).

Then

g

(
p+ τ − 2

2

)
− g(τ + 1) = −1

8
(τ 3 + (p+ 2)τ 2 − (5p2 − 20p+ 16)τ + 3p3 − 22p2 + 48p− 32).

Let

Ψ1(τ) = τ 3 + (p+ 2)τ 2 − (5p2 − 20p+ 16)τ + 3p3 − 22p2 + 48p− 32 for τ ∈ [0, p− 4].

Claim 1. Ψ1(τ) ≥ 0 for 0 ≤ τ ≤ p− 4.

In fact, the �rst derivative of Ψ1(τ) is

Ψ′
1(τ) = 3τ 2 + 2(p+ 2)τ − 5p2 + 20p− 16.

So the discriminant ofΨ′
1(τ) = 0 is∆ = 16(4p2−14p+13). Since p ≥ 5, Ψ′

1(0) = −5p(p−4)−16 < 0

and ∆ > 0. By direct calculation, one can obtain that the two real solutions τ ′1 and τ ′2 (say τ ′1 ≤ τ ′2)

of Ψ′
1(τ) = 0 are

τ ′1,2 =
−p− 2∓ 2

√
4p2 − 14p+ 13

3
.

Clearly, τ ′1 < 0 and τ ′2 > p− 4 for p ≥ 5. Note that the function Ψ′
1(τ) is continuous on [0, p− 4].

Thus Ψ′
1(τ) < 0 for 0 ≤ τ ≤ p − 4, implying that Ψ1(τ) is a decreasing function on τ ∈ [0, p − 4].

An elementary calculation gives Ψ1(p − 4) = 0. Therefore Ψ1(τ) ≥ Ψ1(p − 4) = 0, and Claim 1 is

proven.

By Claim 1, we immediately have g(p+τ−2
2

) − g(τ + 1) = −1
8
Ψ1(τ) ≤ 0 for 0 ≤ τ ≤ p − 4. Thus

g(p+τ−2
2

) ≤ g(τ + 1) for 0 ≤ τ ≤ p− 4 (the equality holds only if τ = p− 4).

Case 2. p + τ is odd. Thus the maximum value of g(x) can only be g(τ + 1) or g(p+τ−1
2

). Recall

that 0 ≤ τ ≤ p− 3 (τ ̸= p− 4). Note that

g

(
p+ τ − 1

2

)
= −1

8
(9τ 3 + (25p− 19)τ 2 + (19p2 − 26p+ 7)τ + 3p3 − 3p2 − 3p+ 3).

By subtracting Eq. (2),

g

(
p+ τ − 1

2

)
− g(τ + 1) = −1

8
(τ 3 + (p+ 5)τ 2 − (5p2 − 22p+ 9)τ + 3p3 − 27p2 + 69p− 45).

Consider the following function

Ψ2(τ) = τ 3 + (p+ 5)τ 2 − (5p2 − 22p+ 9)τ + 3p3 − 27p2 + 69p− 45 for τ ∈ [0, p− 3].

Let τ ′′1 , τ
′′
2 and τ ′′3 be the three roots of Ψ2(τ) = 0. Without loss of generality, we may suppose that

τ ′′1 ≤ τ ′′2 ≤ τ ′′3 . Using Matlab, one can obtain τ ′′1 = 3− 3p, τ ′′2 = p− 5 and τ ′′3 = p− 3.
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Since p ≥ 5, we get τ ′′1 < 0. Note that Ψ2(0) ≥ 0 and Ψ2(τ) is continuous on [0, p − 5]. So

Ψ2(τ) ≥ 0 for τ ∈ [0, p− 5] or τ = p− 3, and consequently g(p+τ−1
2

) ≤ g(τ + 1).

From Case 1 and Case 2, we always have g(x) ≤ g(τ + 1) for τ + 1 ≤ x ≤ p+τ−1
2

. Hence

M1(H) ≤ (p+ τ)(p+ τ − 1)2 − τ 3 + 3(1− p)τ 2 − (3p2 − 6p+ 2)τ − 3p2 + 9p− 6.

In combination with the conditions of the theorem, the inequality above can only be true if the

equality holds. Hence s = τ + 1, and correspondingly d1 = τ + 1, d2 = · · · = dp−τ−1 = p − 2,

dp−τ = · · · = dp = p− 1. Therefore H ∼= Kτ+1 + (K1 ∪Kp−τ−2), contradicting the assumption. So H

is τ -edge-Hamiltonian.

Conversely, suppose that H ∼= Kτ+1 + (K1 ∪Kp−τ−2). Then one can check that H is not τ -edge-

Hamiltonian.
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[10] N. Dehgardi and T. Došlić. Lower bounds on the general �rst zagreb index of graphs with low cyclo-

matic number. Discrete Applied Mathematics, 345:52�61, 2024. https://doi.org/10.1016/j.dam.

2023.11.033.

[11] L. Feng, X. Zhu, and W. Liu. Wiener index, harary index and graph properties. Discrete Applied

Mathematics, 223:72�83, 2017. https://doi.org/10.1016/j.dam.2017.01.028.

https://doi.org/10.1016/j.ipl.2022.106247
https://doi.org/10.1016/j.kjs.2024.100176
https://doi.org/10.1016/j.heliyon.2023.e17914
https://doi.org/10.1007/s00373-014-1465-6
https://doi.org/10.1016/j.dam.2023.11.009
https://doi.org/10.1016/j.dam.2024.01.011
https://doi.org/10.1016/j.dam.2023.11.033
https://doi.org/10.1016/j.dam.2023.11.033
https://doi.org/10.1016/j.dam.2017.01.028


38 an et al.

[12] I. Gutman and K. Das. The �rst zagreb index 30 years after.MATCH Communications in Mathematical

and in Computer Chemistry, 50:83�92, 2004.

[13] I. Gutman and N. Trinajstic. Graph theory and molecular orbitals, total π electron energy of alter-

nant hydrocarbons. Chemical Physics Letters, 17:535�538, 1972. https://doi.org/10.1016/0009-

2614(72)85099-1.

[14] H. Hua and M. Wang. On harary index and traceable graphs. MATCH Communications in Mathemat-

ical and in Computer Chemistry, 70:297�300, 2013.

[15] R. Karp. Reducibility among combinatorial problems. In R. Miller and J. Thatcher, editors, Complexity

of Computer Computations, pages 85�103, 1972.

[16] R. Li. Harary index and some hamiltonian properties of graphs. AKCE International Journal of Graphs

and Combinatorics, 12:64�69, 2015. https://doi.org/10.1016/j.akcej.2015.06.010.

[17] R. Li. Wiener index and some hamiltonian properties of graphs. International Journal of Mathematics

and Soft Computing, 5:11�16, 2015. http://dx.doi.org/10.26708/IJMSC.2015.1.5.02.

[18] R. Liu, X. Du, and H. Jia. Wiener index on traceable and hamiltonian graphs. Bulletin of the Australian

Mathematical Society, 94:362�372, 2016. https://doi.org/10.1017/S0004972716000447.

[19] R. Liu, X. Du, and H. Jia. Some observations on harary index and traceable graphs. MATCH Com-

munications in Mathematical and in Computer Chemistry, 77:195�208, 2017.

[20] W. Liu, M. Liu, P. Zhang, and L. Feng. Spectral conditions for graphs to be k-hamiltonian or k-path-

coverable. Discussiones Mathematicae Graph Theory, 40:161�179, 2020. http://dx.doi.org/10.

7151/dmgt.2127.

[21] L. Yang. Wiener index and traceable graphs. Bulletin of the Australian Mathematical Society, 88:380�

383, 2013. https://doi.org/10.1017/S0004972712000901.

[22] M. Yatauro. Wiener index and vulnerability parameters of graphs. Discrete Applied Mathematics,

338:56�68, 2023. https://doi.org/10.1016/j.dam.2023.05.020.

[23] B. Zhou and I. Gutman. Relations between wiener, hyper-wiener and zagreb indices. Chemical Physics

Letters, 394:93�95, 2004. https://doi.org/10.1016/j.cplett.2004.06.117.

https://doi.org/10.1016/0009-2614(72)85099-1
https://doi.org/10.1016/0009-2614(72)85099-1
https://doi.org/10.1016/j.akcej.2015.06.010
http://dx.doi.org/10.26708/IJMSC.2015.1.5.02
https://doi.org/10.1017/S0004972716000447
http://dx.doi.org/10.7151/dmgt.2127
http://dx.doi.org/10.7151/dmgt.2127
https://doi.org/10.1017/S0004972712000901
https://doi.org/10.1016/j.dam.2023.05.020
https://doi.org/10.1016/j.cplett.2004.06.117

	Introduction
	-path-coverable results
	-edge-Hamiltonian results

