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Abstract: Based on the visual servo technology, this paper focuses on the visual tracking algorithm
of moving objects and the dynamic grasping control method of robots, and realizes the automatic
loading and unloading of moving workpieces to improve production efficiency. Firstly, aiming at
the difficulties in the selection of high-dimensional features extracted by visual servo, this paper
proposes a training method of generation countermeasure network based on heuristic algorithm by
using the efficient search ability of heuristic algorithm. Secondly, we use image processing technology
to realize real-time recognition and location of workpieces under complex background. According
to the positioning results, an adaptive dual rate unscented Kalman filter visual tracking algorithm
is proposed to solve the problem of delay and multi sampling rate in visual servo, and realize visual
tracking of moving objects. The experimental results show that the proposed visual tracking algorithm
has better stability and real-time performance.

Keywords: Visual servo, Dynamic grasping control, Moving objects, Heuristic algorithm, Image
processing

1. Introduction

As the foundation of machinery manufacturing industry, casting industry has always been an im-
portant, basic and irreplaceable industry in the national economy [1]. With the development of in-
telligent manufacturing technology, China’s foundry industry is gradually moving towards intelligent
direction [2, 3]. However, there is still a significant gap between the automation level of the domestic
casting industry in the field of casting post-processing and that of foreign countries. Enterprises are
faced with problems such as unstable product quality, increasing environmental protection and safety
requirements, and rising human costs [4, 5]. Therefore, how to develop high-quality, efficient, intel-
ligent and environment-friendly casting post-processing equipment has become an urgent problem
to be solved. A series of post-treatment procedures, such as sand cleaning, shot blasting and heat
treatment, are required for the casting blank obtained after casting. At present, the transportation of
castings between processes is mainly completed by manually operating the truss car, which not only
has low production efficiency, but also has high labor costs.

In recent years, loading and unloading robots have been more and more widely used in the post-
processing production of castings. However, loading and unloading are mainly completed in the form
of teaching, and the intelligent level is still not high [6, 7]. Visual servo technology enables industrial
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Figure 1. Industrial Robot Using Visual Servo Technology

robots to have ”eyes” by using visual sensors. By processing the images collected by visual sensors,
the coordinate information of workpieces can be obtained. According to the real-time feedback of
workpiece coordinate information, industrial robots can quickly and accurately identify and locate
workpieces to be grasped independently, avoiding problems such as collision and extrusion caused by
workpieces deviating from the teaching point during teaching grasping [8, 9] as shown in Figure 1.

Through the analysis of research at home and abroad, it can be found that after more than 50
years of development, the frame structure and overall control system of robot visual servo system
have been relatively mature, and can achieve good control effects in most robot grasping tasks. In the
task of grasping moving objects, the dynamic performance of robot visual servo system has higher
requirements. At present, there are two key factors limiting the dynamic performance improvement
of robot visual servo system: one is the system delay caused by the long image processing time
of the visual system; The other is the problem of multi sampling rate, which is composed of low
image sampling frequency of vision system and high sampling frequency of servo controller. In
this paper, first of all, through the research of the moving object visual tracking algorithm. First,
the fast positioning method of workpieces in complex background is studied, and then the visual
tracking algorithm based on unscented Kalman filter is used to achieve target tracking according to
the positioning results. Aiming at the problems of delay and multiple sampling rates in the visual
tracking algorithm, an improved adaptive two rate unscented Kalman filter visual tracking algorithm
is proposed, and the real-time performance and stability of the proposed algorithm are verified through
comparative experiments [10, 11].

As the basis of visual tracking and visual servo control, feature selection is an important research
content. It refers to selecting some features from the existing features. Although we all hope that the
simpler the problem, the better, feature selection has been proved to be a NP complex problem. The
reason why feature selection is very challenging is that a single feature cannot show relevance inde-
pendently of other features [12]. Only two, three or more features can show relevance. This leads to a
feature that may seem unimportant. After it is added to a feature subset, it may significantly improve
the classification results. Secondly, some features among the interrelated features are redundant, so
we need to reduce the redundant features to reduce the complexity of classification. However, as men-
tioned above, the reduction of redundant features will also encounter many possible problems among
multiple features. Moreover, it seems that the dimensions that are not highly correlated do not mean
that there is no complementarity between them. In this paper, we use the generation countermeasure
network combined with feature selection to generate false data, adjust the proportion of the original
data, in order to better use the classifier to find a few classes in the unbalanced data set [13, 14].
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2. Related Work

2.1. Heuristic Feature Selection

Heuristic algorithm is an algorithm inspired by nature, social behavior or biological group behav-
ior. Many researchers have proposed different calculation methods to find the best solution to the
problem by imitating the foraging behavior of species. When applied to feature selection, the heuris-
tic algorithm is reversible for feature selection or deletion, so it can search the huge feature subset
space more efficiently. Genetic algorithm is almost the first heuristic algorithm applied to feature
selection. It uses the gene of genetic algorithm to express all features, and uses the exchange and
mutation operators of genetic algorithm to change whether features are selected. In feature selection,
each gene expression of GA usually regards a dimension as a bit, and the dimension of an example
is equal to the total number of features in the dataset. In a binary GA, each bit is represented by a
binary, 1 is selected, 0 is not selected, and in a continuous GA, each bit is represented by a contin-
uous number. The genetic algorithm also uses the traditional feature selection method to improve
the performance. [10] add to the mutation operation of GA, and use SFFS to enhance the selected
feature set in chromosomes. The proposed algorithm can effectively improve the effect of feature
selection, but the introduction of SFFS brings a large computational burden. In terms of gene expres-
sion, [11] proposed a binary expression method, which includes two pieces of content. The first piece
is the number of features of the selected optimal feature subset, the second piece is n feature subsets,
and each subset is also binary coded as an integer. A hybrid algorithm called SAGA is proposed
in [12], which combines simulated annealing algorithm, GA, generalized regression neural network
and greedy search algorithm. SAGA combines the advantages that SA is not easy to fall into local op-
timum, the ability of fast convergence brought by GA’s cross operation, the strong local search ability
of greedy search algorithm and the strong computing ability of generalized regression network. The
results show that SAGA has good global search ability and fast convergence for feature selection, and
the time consumption of the algorithm is not increased too much because the filtering method is not
used.

2.2. Visual Servo Control

When the motion of the target object is not constrained, the motion track of the target cannot
be obtained in advance, and the traditional control method of teaching industrial robot is no longer
applicable. In view of this situation, scholars combined machine vision technology with robot servo
control technology and proposed the concept of visual servo [13]. Since then, the research on robot
visual servo control has been more and more extensive [14].

The basic structure of PBVS is shown in Figure 2. The servo system first needs to determine the
corresponding relationship between image coordinates and robot pose through camera calibration.
During the servo process, the controller obtains the control command by comparing the current posi-
tion and the desired position and attitude, so as to control the motion of the robot [15]. The advantage
of this kind of visual servo is that it separates the visual processing from the robot control, which is
convenient for research. At the same time, it can directly use mature control methods to control the
robot. However, PBVS also has its own limitations. First of all, the accuracy of the pose information
obtained from the image information directly affects the accuracy of the visual servo control. Sec-
ondly, there is a large delay in the control system due to the need for real-time image processing. To
solve these problems, [16] proposed to use particle filter to track the target, reducing the impact of
camera calibration and image noise on visual servo control accuracy. A dual rate fading Kalman filter
algorithm is proposed to compensate the visual information delay, which realizes the precise timing
coordination between the encoder and the visual feedback [17].
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Figure 2. Position Based Visual Servo Framework

3. Methodology

3.1. Wasserstein Generation Countermeasure Network

For the data set with high data dimension and imbalance, we cannot directly apply the ordinary
algorithm to the above data set due to the defects of the ordinary algorithm. In this paper, we use
neural networks to process unbalanced data. The deep neural network will have more layers, generally
with two or more hidden layers. Each hidden layer contains a large number of neurons. In addition to
having a more complex structure than shallow neural networks, deep neural networks also have more
complex optimization algorithms. In this paper, we use the powerful simulation ability of WGAN
generator to simulate the data consistent with the real data distribution, so as to increase the number
of positive samples, so as to improve the proportion of positive samples in the data and make the
classification effect of the classifier better. But real data usually has the problem of large data volume
and low information density, which leads to that most dimensions in the data are useless for machine
learning, and may even hinder the experiment. In the face of unbalanced and high-dimensional data
sets, we need to note that it is difficult for unbalanced and high-dimensional data to generalize the
data distribution of a small number of classes in the sample in the limited sample space, and such
induction is likely to cause the problem of over fitting in subsequent experiments. Therefore, before
using WGAN to generate data for minority samples, we need to select features for minority samples
to select feature subsets that are favorable for data generation and subsequent classification. While
avoiding the problem of data over fitting, it also reduces the possibility of dimension disaster in the
classification process through feature selection [18].

The heuristic algorithm has strong expression ability and strong search ability in feature selection.
Therefore, we hope to use the heuristic algorithm to select features from the original dataset and se-
lect the most appropriate feature subset for subsequent data fitting and classification. We propose
Wasserstein generation countermeasure network based on heuristic algorithm feature selection (here-
inafter referred to as WGAN-EFS). In an unbalanced dataset, a few classes have a limited amount of
information, which makes it difficult to confirm the distribution of minority data and find the rules in
the distribution. When using ordinary classifiers to classify unbalanced data sets, if the classification
indicator is classification accuracy, we will find that the accuracy of ordinary classifiers is still very
high, because negative samples account for the majority. When negative samples are classified, the
overall accuracy is very high, but we do not recognize the very critical data that accounts for the
minority [19].

For WGAN, which has two mutually antagonistic networks, the number of hidden layers of each
network and the size of each hidden layer are different. During training, it is necessary to determine
the structure of one network before adjusting the structure of the other network. Then, according to
the experimental results, the newly adjusted network is fixed for the adjustment of another network
structure. This is not only time-consuming, but also a method that is difficult to find the optimal
solution. This also makes the structure of WGAN more difficult to optimize. In view of the strong
expression ability and search ability of the heuristic algorithm, we use the heuristic algorithm to
optimize the structure of WGAN. First, code the hidden layers of WGAN. The number of each hidden
layer corresponds to a positive integer. The total number of hidden layers is the total number of all
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Figure 3. Migration Process of WGAN Hidden Layer

hidden layers. The value range of nh is set as:

log2nI ⩽ nh ⩽ nI − 1. (1)

We use EBO to optimize the structure of generator and discriminator in WGAN. Because the
results of each feature selection are different, and the results of feature selection will affect the output
size of the generator and the input size of the discriminator, the results of a feature selection need to
correspond to a WGAN structure.

Figure 3 shows the migration process of the network structure. When we train the first hidden
layer of the generator, a solution x contains the structure of a generator and discriminator, and the
hidden layer of each network is displayed. Each hidden layer contains many components, and each
component represents a neuron of the layer and the connection weight between the neuron and the
neuron of layer (l-1). Suppose that the first layer of the generator of solution x ’is selected and
migrated out, and the first layer of the generator of solution x is the migration target. The first layer of
the generator of solution x will be replaced by the first layer of the generator of solution x’ to generate
Wanfang data. After each migration operation, the size of each hidden layer will change, and the
corresponding weight and deviation of the hidden layer will be redefined accordingly. After we have
trained the network structure, we will use the gradient descent algorithm to retrain the weights and
deviations [20].

When the iteration reaches the maximum stop condition we set, stop the iteration. The last step
of feature selection is the verification of subsets. According to the size of the input layer of the
two networks, the upper and lower limits of each hidden layer are re determined, and a heuristic
algorithm is used to adjust the structure of the generated countermeasure network. The WGAN with
the determined structure will use gradient descent method to train the weight and deviation, and obtain
the pre training results. According to the results of pre training, repeat the above process until the stop
conditions are met. In this algorithm, we will use EBO twice [21]. The first time is to use EBO to
optimize feature selection, and operate each dimension of feature selection according to the EBO
process. The results obtained are used to determine the data for the next test. The second time, EBO
is used to optimize the structure of WGAN, and the input size of discriminator and the output size of
generator are re determined using the results of feature selection. Then, each hidden layer of the two
networks in WGAN is operated according to the flow of EBO as shown in Figure 4.

3.2. Robot Dynamic Grasping Control

For the dynamic grasping control of the robot, the position based robot visual servo (PBVS) control
method is adopted. Its overall control structure is shown in Figure 5. The whole control process is
divided into two parts: trajectory tracking and interception grasping.

When the visual tracking system recognizes that the target has entered the field of vision, the
dynamic grasping control system starts to control the robot to track the moving track of the target and
gradually approach the target. At the same time, the robot controller feeds back the end pose of the
robot at the current time. The input error of the PBVS controller is the difference between the target
pose and the current end pose of the robot [22]. The expression of the error is:
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Figure 4. WGAN-EFS Model

Figure 5. Position Based Visual Servo Dynamic Grasping Control Structure

e = PW
ob j − Pe, (2)

where, Pe represents the current end pose of the robot. The output of the PBVS controller is the
terminal speed of the robot, including linear speed and angular speed. Its expression is:

Ve =

[
V
ω

]
. (3)

Wherein, V represents the linear velocity of the end of the robot, and the robot can track the
target position by controlling the linear velocity. represents the angular velocity at the end of the
robot, and the robot can track the target attitude by controlling the angular velocity. When solving
practical engineering problems, we often encounter the situation that the system information can not
be obtained completely, which leads to many control methods can not be used normally [23].

The system structure of PID controller is shown in Figure 6. The PID controller takes the difference
between the output c(t) and the input r(t) as the system error, and uses the proportion, integral and
differential to adjust the system error, so that the system error converges to zero.

Figure 6. PID Control System Structure Diagram
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Figure 7. Time Sequence of Visual Servo Control System

3.3. Adaptive Dual Rate Unscented Kalman Filter Visual Tracking Algorithm

The delay of image information feedback is mainly composed of the imaging time of the camera
sensor, the data transmission time of the image from the camera to the image processing unit, and
the image processing time. For a CCD camera, the camera manufacturer’s highest frame rate gen-
erally refers to the reciprocal of the camera’s shortest imaging and transmission time. For a camera
with a maximum output frequency of 15fps [24], it can be considered that the camera’s imaging and
transmission time is about 66ms. The time consumed for image processing will vary according to the
image resolution and image processing algorithm. In the vision system established in this paper, the
image resolution is 2456 ∗ 2058. The sampling period of the visual servo controller is about 10ms.
The time sequence of the visual servo control system is shown in Figure 7.

It can be seen from Figure 7 that the time when the visual servo controller receives the feature
information fed back by the k frame image is tk, and the information reflected by this frame image
is actually the position of the target at t−τk . There is a time delay of τ between them. Therefore, the
target information received by the controller cannot fully reflect the target state of the real system,
which seriously affects the real-time performance of the system. At the same time, it can also be
seen that the time required for image information feedback is much longer than the sampling period
of the controller. Set τ = LTh, which means that in one feedback period of the visual system, there
is only one effective command among the L control commands sent to the robot by the visual servo
controller, and the rest of the commands will be the same as the last control command due to the lack
of receiving a new target pose, resulting in the robot can not move smoothly.

In order to solve the above problems, a dual rate unscented Kalman filter algorithm is proposed
to estimate the real-time position and orientation of the target, so as to achieve target tracking. The
algorithm flow is shown in Figure 8. At this time, considering the delay of the image feedback
information, adjust the steps of the traditional Kalman filtering algorithm, first correct according to
the state estimation at the previous time, and then predict the estimation of the target at the current
time through the corrected state estimation value. Then, single step prediction is performed at a high
sampling rate before the next image feedback information arrives.

Due to the frequency mismatch between the visual sensor and the controller, the filter is designed
with double rate, corresponding to the high sampling rate of the controller and the low sampling
rate of the visual sensor respectively. If the high rate sampling frequency is L times of the low rate
sampling frequency, the low rate data is available every L sampling steps. The state space model of
the low rate filtering is:

{
xk+1 = Alxk + γk,

zk = H (xk) + vk.
(4)

The expression of the state matrix is:
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Figure 8. Dual Rate Unscented Kalman Filter

A =


al 0 . . . 0
0 al . . . 0
0 0 . . . 0
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 , al =


1 τ 1

2τ
2

0 1 τ

0 0 1

 . (5)

Considering the delay of the image feedback information, adjust the steps of the traditional Kalman
filtering algorithm. After receiving the image feedback information, obtain the state estimation value
according to the last iteration.

4. Experiment

4.1. Heuristic Feature Extraction Experiment

There are three datasets used in the experiment, namely SCADI, Arrythmia and Micromass. The
tested datasets are from the UCI Repository. We use positive samples to train WGAN, and select
features for negative samples according to the feature subset after training. In the data we selected,
positive samples account for about 10% of the total samples. In order to change the proportion of
various types in unbalanced data, WGAN will generate a false positive sample set with the same
size as the current positive samples. During classification, we mix all real data (including positive
samples and negative samples) with false data to change the proportion between positive samples and
negative samples. We use five equal cross validation. Each time we use four mixed data to train the
discriminator, and then we use the original data to test the discriminator’s resolution. In order to judge
the optimization result of WGAN network, we judge according to the Wasserstein distance between
the real distribution and the generated distribution. To be fair, all algorithms set a maximum number
of iterations as the stop condition. The population size of each algorithm is the same. Each algorithm
runs 20 times, and the results take the average of 20 tests. The comparison standard of the algorithm
is to compare the mean value of the algorithm after optimization and classification at the beginning,
and compare the robustness of the algorithm if the mean value is the same.

Figure 9 is the comparison of fitness obtained after WGAN structure optimization, in which the
histogram represents the average fitness, the upper end of the error bar is the maximum fitness, and the
lower end is the minimum fitness. As shown in Table 1, in the Arrythmia dataset, EBO has achieved
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Figure 9. Fitness Comparison Results of Different Algorithms on Arrythmia Dataset

Data set Fitness WWO GWO BBO EBO WGAN
Arrhythmia Max -13.488 -13.037 -14.503 -15.974 8.566

Average -5.727 -17.105 -17.336 -17.598 0.135
Min -19.39 -19.815 -20.377 -19.122 -13.257
Std 1.838 1.966 1.546 1.076 6.925

Micromass Max 21.477 -19.204 -19.435 -21.176 18.334
Average -24.605 -23.322 -23.921 -23.956 1.715

Min -28.913 -25.255 -28.670 -28612 -32.115
Std 2.720 2.084 3.090 2.025 14.444

SCADI Max -12.926 -11.803 -14.104 -14.412 20.163
Average -15.227 -14.333 -16.435 -16.057 -1.959

Min -18.966 -16.744 -21660 -18.382 -14.274
Std 1.626 1.720 2.123 1.165 9.977

Table 1. Optimization Results of WGAN Network Structure

the best results in the average fitness estimation, which is significantly improved compared with
WWO, GWO, BBO and WGAN. In Micromass, WWO has the best average fitness and minimum
fitness compared with the other four algorithms, but the results of EBO and WWO are not very
different. Compared with the other three algorithms, EBO also has a great improvement. In SCADI,
BBO has the best average fitness and minimum fitness compared with other algorithms, and EBO is
in the second place. However, the difference between the optimization results of EBO and BBO is not
very big, and EBO has a great improvement compared with the other three algorithms. In these three
data sets, the standard deviation of EBO is the smallest, which indicates that the robustness of using
EBO to optimize WGAN is the strongest. By comparing the optimization results of EBO and WGAN,
it can be seen that when the heuristic algorithm is not used to optimize WGAN, the result of WGAN
will fluctuate greatly and the standard deviation will also be large. When the heuristic algorithm is
added, not only the average fitness of the network will improve rapidly, but also the standard deviation
of the fitness will be small, which indicates that the heuristic algorithm can effectively optimize the
structure of WGAN. Although EBO may not always achieve the best results in optimization, its
performance is the most stable. Even if the effect is not the best, its experimental results can rank
second. Compared with other algorithms, the performance of EBO is very stable. Therefore, we
believe that EBO has the best optimization effect on WGAN structure.

4.2. Robot Dynamic Grasping Performance

Firstly, the slope response experiment is carried out. In the slope response experiment, the moving
curve of the target is a straight line with a fixed slope, indicating that the target is moving at a con-

Journal of Combinatorial Mathematics and Combinatorial Computing Volume 119, 277–289



Yue Teng and Xianzhi Kang 286

Figure 10. Slope Response Curve

Figure 11. Variation Diagram of Slope Response Error

stant speed. Simulate that the target moves along the direction at a speed of under ideal conditions,
use the control framework and visual servo controller designed in this paper to send motion control
commands to the robot at a frequency of 100, and draw the real-time position curve and error change
curve of the robot end under slope response, as shown in Figure 10 and 11.

It can be seen from Figure 10 and 11 that, in the case of slope response, the PID controller can
obtain basically the same response time as the fuzzy PID controller when the control parameters are
adjusted well, and the overshoot of the fuzzy PID controller is slightly smaller than that of the PID
controller, indicating that the control effect of the fuzzy PID controller is slightly better than that of
the PID controller in the case of slope response.

4.3. Comparison of Visual Tracking Algorithm

In order to verify the effectiveness of the improved adaptive dual rate unscented Kalman filter
visual tracking algorithm (ADUKF), this paper will carry out several groups of experiments to verify
the performance of the ADUKF algorithm by comparing the position and attitude tracking results
of the ADUKF algorithm and the UKF algorithm. The CCD camera is used to continuously collect
images, and the coordinates of the four corners of the tracking plane in the target coordinate system
are in millimeters. The following two groups of experiments specifically illustrate the advantages of
the ADUKF algorithm [8].

Set the initial value of the mean and covariance of the process noise in the AUKF algorithm, ob-
serve the initial value of the noise statistical characteristics, and conduct a visual tracking experiment.
In actual production, the statistical characteristics of the observation noise are not easy to change.
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(a) (b) (c)

Figure 12. Position and Attitude Tracking Results

ADUKF UKF Case1 UKF Case2 UKF Case3
X/mm 0.2370 04237 1.0566 2.2732
Y/mm 0.3192 0.5896 1.8344 4.2887
θ/deg 0.3690 0.3926 0.4121 0.6416

Table 2. Mean Value of Pose Tracking Error

Set the mean and covariance of the observation noise in the UKF algorithm. The process noise is
greatly affected by environmental factors, so given the different process noise covariance of the UKF
algorithm, set the mean value of the process noise of the UKF algorithm to, and the covariance are
respectively Case 1, Case 2, Case 3, and carry out visual tracking experiments.

The visual tracking results of the two algorithms are compared, and the experimental results are
shown in Figure 12 and Table 2. From the experimental results, it can be seen that the pose tracking
accuracy of UKF algorithm in Case1 is high, which indicates that the given process noise covariance
matrix is closer to the actual value at this time, while in Case2 and Case3, the given process noise
covariance matrix gradually deviates from the actual value, and the pose tracking accuracy gradually
decreases. Therefore, the UKF algorithm is sensitive to the statistical characteristics of the system
noise. When the set value deviates from the actual value, the filtering effect is poor. However, the
ADUKF has high accuracy in position and attitude tracking, and it does not need to accurately set the
system noise statistical characteristics.

5. Conclusions

In this paper, we focus on the high-dimensional feature processing, moving object tracking and
visual servo control in robot. First of all, this paper proposes a training method of generation coun-
termeasure network based on heuristic algorithm, which improves the positive and negative propor-
tion between unbalanced data through Wasserstein generation countermeasure network, and also uses
heuristic algorithm to reduce the dimension of unbalanced data to extract the data that is beneficial
to classification. In order to reduce the difficulty of deep neural network optimization, heuristic al-
gorithm is used to optimize the structure of deep neural network. Then, we constructed a position
based visual servo dynamic grasping control structure, designed a visual servo controller based on
fuzzy PID control, and verified the performance of the controller to meet the actual needs through
simulation experiments.
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10. Pérez, L., Rodrı́guez-Jiménez, S., Rodrı́guez, N., Usamentiaga, R., Garcı́a, D. F. and Wang, L.,
2020. Symbiotic human–robot collaborative approach for increased productivity and enhanced
safety in the aerospace manufacturing industry. The International Journal of Advanced Manufac-
turing Technology, 106(3), pp.851-863.

Journal of Combinatorial Mathematics and Combinatorial Computing Volume 119, 277–289



The Application of Servo Control Technology in Robot Positioning and Tracking System 289

11. Zou, Y., Chen, X., Gong, G. and Li, J., 2018. A seam tracking system based on a laser vision
sensor. Measurement, 127, pp.489-500.

12. Guo, J., Zhu, Z., Sun, B. and Zhang, T., 2021. A novel field box girder welding robot and real-
ization of all-position welding process based on visual servoing. Journal of Manufacturing Pro-
cesses, 63, 70-79.

13. He, Y., Mai, X., Cui, C., Gao, J., Yang, Z., Zhang, K., Chen, X., Chen, Y. and Tang, H., 2019.
Dynamic modeling, simulation, and experimental verification of a wafer handling SCARA robot
with decoupling servo control. IEEE Access, 7, pp.47143-47153.

14. Wu, Q. and Gu, J., 2018. Design of robot visual servo controller based on neural network. Journal
of Computational Methods in Sciences and Engineering, 18(2), pp.541-549.

15. Renuka, B., Sivaranjani, B., Lakshmi, A.M. and Muthukumaran, D.N., 2018. Automatic Enemy
Detecting Defense Robot by using Face Detection Technique’. Asian Journal of Applied Science
and Technology, 2(2), pp.495-501.

16. Kanade, P. and Kanade, S., 2020. Medical assistant robot ARM for COVID-19 patients treat-
ment–A raspberry pi project. International Research Journal of Engineering and Technology (IR-
JET), 7(10), pp.105-111.

17. Chen, Z., Wang, S., Wang, J., Xu, K., Lei, T., Zhang, H., Wang, X., Liu, D. and Si, J., 2021. Con-
trol strategy of stable walking for a hexapod wheel-legged robot. ISA Transactions, 108, pp.367-
380.

18. Asafa, T.B., Afonja, T.M., Olaniyan, E.A. and Alade, H.O., 2018. Development of a vacuum
cleaner robot. Alexandria Engineering Journal, 57(4), pp.2911-2920.

19. Zhong, X., Zhong, X., Hu, H. and Peng, X., 2019. Adaptive neuro-filtering based visual servo
control of a robotic manipulator. IEEE Access, 7, pp.76891-76901.

20. Ding, Y., Hua, L. and Li, S., 2022). Research on computer vision enhancement in intelligent
robot based on machine learning and deep learning. Neural Computing and Applications, 34(4),
pp.2623-2635.

21. Li, J., Wang, J., Wang, S., Qi, W., Zhang, L., Hu, Y. and Su, H., 2021. Neural approximation-based
model predictive tracking control of non-holonomic wheel-legged robots. International Journal
of Control, Automation and Systems, 19(1), pp.372-381.

22. Rathor, B., Singh, M., Goyal, S., Kumar, S., Giri, R., Meena, R., Goswami, S., Yadav, S.K. and
Gadwal, S., 2020. Modern Robotic Hand using Robust Technology. J Adv Res Auto Tech Transp
Sys 2020, 2(1), pp.1-5.

23. Yuan, T., Wang, D., Wang, X., Wang, X. and Sun, Z., 2019. High-precision servo control of in-
dustrial robot driven by PMSM-DTC utilizing composite active vectors. IEEE Access, 7, pp.7577-
7587.

24. Silveira, G., Mirisola, L. and Morin, P., 2018. Decoupled intensity-based nonmetric visual servo
control. IEEE Transactions on Control Systems Technology, 28(2), pp.566-573.

© 2024 the Author(s), licensee Combinatorial Press.
This is an open access article distributed under the
terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0)

Journal of Combinatorial Mathematics and Combinatorial Computing Volume 119, 277–289

http://creativecommons.org/licenses/by/4.0

	Introduction
	Related Work
	Heuristic Feature Selection
	Visual Servo Control

	Methodology
	Wasserstein Generation Countermeasure Network 
	 Robot Dynamic Grasping Control
	Adaptive Dual Rate Unscented Kalman Filter Visual Tracking Algorithm

	Experiment
	Heuristic Feature Extraction Experiment
	Robot Dynamic Grasping Performance
	 Comparison of Visual Tracking Algorithm

	Conclusions

