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ABSTRACT. In this paper we define the imbalance of equi-replicate
incomplete block designs. We prove that the imbalance measure of
an equi-replicate incomplete block design has a lower bound, and this
bound is attained if and only if the design is a 2-concurrence design.
This result allows one to formulate the construction of 2-concurrence
designs as an optimization problem.

1 Introduction

An equi-replicate incomplete block (EIB) design is a collection of & blocks
of size k on a v-set such that every element occurs in r» blocks. Clearly we
have vr = bk. We shall refer to the elements s and ¢ as ith associates if they
occur together in A; blocks. Then, we define a 2-concurrence design (see
[3]) as an equi-replicate incomplete design satisfying the conditions below:

(1) Any two elements are either first or second associates.
(2) Each element has exactly n; ith associates (i = 1,2).

The numbers v, b, , k, A1, A2, n; and n» are called the parameters of the
design. It is not hard to see that these parameters satisfy:

ur = bk, v—1= ny + na, T(k - 1) = 111/\1 + ngAz. (1)

The concurrence matrix of an EIB design with parameters v, b, » and
k is a v X v matrix B = (b;;), where b;; is the number of blocks containing
both the ¢ and j elements. Note that an EIB design is a 2-concurrence
design if and only if each row of its concurrence matrix consists of n; A;’s,
n2 A2’s and r on the diagonal.

A 2-concurrence design is called a regular graph design if As = A} + 1.
For the rest of this section, v, b, », k, A1, A2, ny and ny will be integers
satisfying (1), and Ay = A; + 1.
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In [1] and (2] the imbalance of an EIB design with parameters v, b, r

and k was defined as
g = Z(b,‘j - 1\1)2, (2)
i<j
where (b;;) is the concurrence matrix of the design. Let oo = b(5) — A1 (3)-
It is not hard to check that for regular graph designs, oo = vna/2. The
author of [1] proved that for any EIB design with parameters v, 4, r and
k, ¢ > 09 and o = oy if and only if the design is a regular graph design
with parameters v, b, 7, k Ay, A2, ny and ny. This result was used in
(2], (4], [5], [6], [7], [8] and [9] to formulate the construction of regular
graph designs as a minimization problem with objective function . Then
using a hill-climbing algorithm in [4] and [7], a tabu search procedure in
(5], [6] and [9], and genetic algorithm in [8] some regular graph designs
have been constructed. However, this result cannot be applied to construct
non-regular designs.
In this work, we shall prove a similar result for general 2-concurrence
designs. This also allows one to formulate the construction of these designs
as an optimization problem.

2 The Theorem

Given two integers a and  we define the function

Hep(z) = { gw ~a)?, itz # gi

Let v, b, 7, k, A1, A2, 71 and n3 be integers satisfying (1), and A; < Ag.
Let D be an EIB design with parameters v, b, r and k. Then, the (A, A2)-
imbalance of design D is defined as

Traa(D) =) Haa(bis), (3)
3<J

where (b;;) is the concurrence matrix of D. It is not hard to see that
the (A1, A2)-imbalance of a 2-concurrence design is vny/2. Note that the
functions (2) and (3) are equal whenever Az = A; + 1.

Theorem 1 Let v, b, r, k, A1, A2, n1 and na be integers satisfying (1),
and A1 < A2. Let D be an EIB design with parameters v, b, r and k. Then,
O 0(D) > vna/2. Furthermore, o, 2,(D) = vn2/2 if and only if D is a
2-concurrence design with parameters v, b, v, k, A1, A2, n1 and na.
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Proof: The entries of the concurrence matrix B of D are nonnegative
integers. So, without loss of generality we can suppose that the ith row of
B has

ni; elements Ay, n;s elements (A; + hi2), ..., nim elements (A + him)

and 7 on the diagonal, where n;; is a nonnegative integer, |A;;| > 1 and the
hi;’s are different for j = 2,...,m. To simplify the notation we will omit
the subindices A; and A; of H. It is easy to see that

1 v
oxna2(D) = 5 D npH +hi)+ -+ rimH (A + him). (4)
i=1

We shall prove that this value is not less than vng /2. From the concurrence
matrix definition, the sum of all entries excepting the diagonal element of
each row of Bis r(k— 1), and (v— 1) =n;; + -+ - + njp,. Thus we get

r(k—1)=(v—1)A1 + nizhia + - - - + nimhim. (5)

Let h = A2 — Ay. Since v — 1 = n; + ng, then 7(k — 1) = (v — 1)A; + nah.
This and (5) imply that

nah = nighio + - - - + nimhim,

which gives
ng < nglk| < niglhiz) + - - - + nim|him]- (6)
If hij # h for j = 2,...,m, then by definition of function H, H(\; +
hij) = h,?j > |hij| for j = 2,...,m. It follows from (6) that
ng < nieH (A1 + his) + -+ nimH (A + him).

Suppose now that some h;; = h; to simplify the notation take h;» = h.
Note that hy; # h for j = 3,...,m and H(A + h) = 1. We consider two
cases:

If ny < nys then ny < nipH (A + h). Since nisH(M + hiz) +--- +
Nim H (A1 + him) > 0, we have

ny < njgH (A1 + h) + niaH (A + his) + - - - + nim H(A + him).

If na > nj3 then —ny (|| — 1) < —nji2(|h| — 1) because |h| > 1. This and
(6) show that

na|h| — n2(|h] — 1) < nizlhis| — nia(Jh| = 1) + nizhia] - - + nimlbiml|. (7)
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Since n.'gH(Al + h) = n,'glhl - n,-2(|h| - 1) and H(z\l + h,'j) = h?j > Ih,’jl
for j =3,...,m, then from (7) we obtain

ng < nigH (A1 + hi2) + nisH (A + hiz) + - - - + nim H(A + him).

In any case, we have shown that the (A;, Az)-imbalance of each row of
the concurrence matrix B is greater than or equal to na. Hence, from (4)
we have o, 2, (D) > nav/2.

Now let us prove the second part of the theorem. Clearly, if the design
D is a 2-concurrence design, then oy, 1, (D) = vnz/2. We divide the proof
of the converse implication into two cases:

Case (1) if |h| = 1. Since Ay < Ag, we have Ay = A; + 1. Therefore, the
functions (2) and (3) are equal; and the rest of the theorem follows from
Proposition 1 of [1].

Case (2) if |h| > 1. From the first part of the theorem, the (A1, Az)-
imbalance of each row of the concurrence matrix B is greater than or equal
to n2. The hypothesis oy, ,(D) = vna/2 and (4) imply that, for any
1<i<,

n2 = ni2H (M + hi2) + - - + nim H(A + him), (8)
so that
nalh| = nig|A|H (A1 + hi2) + - - -+ nim [R[H (A1 + him).
This and the second inequality of (6) show that
niglh|H (Ar+hi2)+- -+ nim R H (A1 +him) < nislhio|+ - -+ nimlhim|. (9)
Subtracting left-hand side from right-hand side of (9) we obtain
0 < nia(lhial — [AlH (A1 + hiz)) + - - - + Rim ([him| — [R|H (A1 + him)). (10)

From definition of the function H, |h;;| — |h|H (A1 +hi;) = O for hi; = h,
and for the other |h;;| — |h|H(A; + hij) < 0 because || > 1. Therefore, (8)
and (10) imply that n;; = 0 for all k;; # h, and n;; = n, for some h;; = h;
to simplify the notation take hjs = h. Since ny +ns = v—1 = n;; + n;o we
must have n;; = n;. In consequence each row of the concurrence matrix B
of the designs D has n; elements A;, n2 elements A2 and = on the diagonal.
Hence, D is a 2-concurrence design. O
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