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ABSTRACT. If K is an r-clique of G and x (G) decreases by r
upon the removal of all of the vertices in K, then K is called a critical
r-clique. Two critical cliques are completely independent provided
that no vertex in one clique is adjacent to a vertex from the other.
An infinite family of graphs is constructed which demonstrates that
for every s,t € N, there exists a vertex critical graph which admits a
critical s-clique and a critical ¢-clique that are completely indepen-
dent.

1. INTRODUCTION AND NOTATION

In the late 1940’s, G. A. Dirac defined critical graphs and the main objec-
tive for defining them was to simplify the central problems that arose in the
theory of graph coloring. There are several results on critical graphs con-
taining few edges; e.g., il ,[2],(5], and [6], and on critical graphs containing
many edges; e.g., [8] and [4]. The objective here is not to establish bounds
on the number of edges in critical graphs but rather to investigate relations
between particular sets of critical vertices assuming certain properties are
satisfied. It seems equally important to determine and understand these
potential relations. For example, under what condition(s) is the subgraph
induced by the set of all critical vertices of a graph connected? Such a
condition is given in [7].

This paper explores the lack of a relationship in the sense that particular
critical vertices fail to be adjacent. The graphs constructed in this and
the next section exhibit a property that is believed to be undesirable. It
is then natural to ask what are the appropriate condition(s) that can be
imposed on a graph so as not to feature this and perhaps other undesirable
properties?

The graphs considered in this paper are finite, undirected, and simple.
For a given graph G, the vertex and edge sets of G are denoted by V (G)
and E (G), respectively. The order of G is the cardinality of V (G) and is
denoted by |V (G)|. If K is a complete subgraph having order r, then K
will be called an 7-clique. A set I C V (G) is independent provided that
no two distinct vertices in I are adjacent. The maximum cardinality of
an independent subset of V (G) is denoted by a (G). For X C V (G), the
subgraph of G induced by X is denoted G [X]. Lastly, G is vertex k-critical
whenever x (G) = k and x (G — v) = k—1 for every vertex v € V (G), where
X (G) is the chromatic number of G.

Before proceeding with the constructions, it is necessary to define ad-
ditional terminology that is not common in the literature. Recall that a
vertex v is critical whenever x (G —v) = x(G) — 1. As G[{v}] = K), the
following definition generalizes the notion of a critical vertex.
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Definition 1. Let K be an r-clique of G. Then K is a critical r-clique of
G, written K¢, provided that x (G — K) = x(G) - r.

The parameter w, (G), defined as the maximum order of a critical clique
of G, is introduced in [7] and some elementary properties of w. (G) and
critical cliques are given. Let K¢ and K¢ be two critical cliques of G. We
would like to know what relations, if any, hold between these two critical
cliques. And if no relations hold, under what conditions would certain
relations hold? For instance, if K¢ and K¢ are maximal critical cliques in a
vertex critical graph, then does it necessarily follow that » = s? The answer
to this question is no and it is an immediate consequence of Proposition 1
below. The next definition is the focus of this paper and describes in a
sense a type of separation between two critical cliques.

Definition 2. Let K¢ and K¢ be two critical cliques. Then K¢ and K¢
are coz(np]t;tely independent whenever N (v) NV (K<) = () for every vertex
v e V (KF).

The motivation for this definition arises in connection with a conjecture
of Lovész (3] that the only vertex double-critical graph is the complete
graph. It was originally believed that if v was a critical vertex of G and
K was a critical s-clique of G, then [N (v) NV (K¢)| > s—1. In the present
language, this means that there do not exist completely independent critical
cliques having orders 1 and s, s > 2. If this last inequality was true, then
it is not difficult to prove in the affirmative the double-critical conjecture of
Lovész. However, the fact that this inequality does not hold is Proposition
1 below.

For the case r = s = 1, graphs which admit completely independent crit-
ical 1-cliques abound. Among the simplest examples are the non-complete
odd cycles Czp, 43, n € N. By generalizing the construction of the cycle Cs,
we can prove the existence of graphs which admit completely independent
critical cliques having orders 1 and s for any s > 1. Let s € N and define
X =A{u,up,...,us41}, Y = {v1,v2,...,041}, and Z = {w}. Require
{X,Y, Z} to be a pairwise disjoint collection so that X UY U Z consists of
2543 distinct points. Then define a graph G, by setting V (G,) = XUYUZ
and letting E'(G;) consist of all edges determined by the following three
categories:

(@) wuu; € E(Gs)foralli#34,1<4%,j<s+1.

(b) wv; € E(Gs)ifandonlyifi#j,1<4,j<s+1. (1)

(¢c) viwe E(Gs)foralli,i=1,2,...,s+1.
It is not difficult to confirm that G; = Cs. More generally, we have:
Proposition 1. The set G ={G, : s € N} is a family of vertex (s + 2)-
critical graphs in which G, [Z] and G}X —{u;}], for fixedi, 1 <i< s+1,
are completely independent critical cliques having orders 1 and s, respec-
tively.

Proof. By 1(a), G5 [X] = K,4; and so x(G;) > s+ 1. Observe
now that G; — w is uniquely (s+ 1)-chromatic. Moreover, vertex w is
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adjacent to exactly one vertex from each of the s + 1 color classes in the
unique (s + 1)-coloring of Gs —w. Hence, w is a critical vertex of G; i.e.,
G; (2] is a critical 1-clique and x(Gs) = s+ 2. Next, it is shown that
for any i, 1 <1 < s+ 1, G{\X — {u;}] is a critical s-clique. First, color
vertex u; € X with color ¢;, for i =1,2,...,s+ 1. Then, because Y is an
independent subset of V (G;) by 1(b,c), each vertex v; €Y, 1< j <s+1,
can be colored with the single color ¢;4+2. As w is not adjacent to any of
the vertices in X by 1(c), it follows that w can be colored with any one of
the colors, say ¢;, from among ¢;,Cz,- - -,Cs+1- Consequently, G [X — {u;}]
is a critical s-clique and each vertex in X is critical. Lastly, it is shown
that every vertex in Y is critical. Again, color vertex u; € X with color
¢, for i =1,2,...,5+ 1. Then, for any fixed j, 1 < j < s+ 1, color
vertex v; € Y with color cs42 and vertices v; € Y, i # j, with color ¢;.
Finally, color vertex w can with color ¢;. Therefore, each vertex in Y is
critical. Since w is not adjacent to any vertex in X, it follows that G, [Z]
and G [X — {w;}], for fixed ¢, 1 <4 < s+ 1, are completely independent
critical cliques having orders 1 and s, respectively. W

2. THE MAIN CONSTRUCTION

In this section, it is demonstrated that for every s,t € N, there exists a ver-
tex critical graph admitting completely independent critical cliques having
orders r and s. When s =1 and ¢ € N, the problem is not too difficult and
the construction used in the previous section was straightforward. How-
ever, it does not appear that the construction extends to this more general
result. Hence, a more technical and interesting construction seems neces-
sary. Proceed by letting S be an infinite set of distinct points. Let S™*"
denote the set of all mxn matrices whose entries are members of S. Neither
S nor S™*" are required to have any algebraic structure; standard matrix
notation is used for convenience only. For a matrix A € S™*", A = [a;],
denote the rows of A, considered as elements of S'*", by A;,As,...,Am
and the columns of A, considered as members of S™*!, by By, Ba, ..., Bn.
For further convenience, define the set

A*={a;;:1<i<mand1<j<n}.

Thus, A* is the range of the matrix A when viewed as a function defined
by the rule (¢,5) — a;;. Lastly, the submatrix of A obtained by deleting
the it* row and j** column of A will be denoted by A (i|5).

Let r € N and choose any three matrices A € SU+Dx(r+1) X ¢ §rx1,
and Y € S'7 such that the collection {A*, X*,Y*} is pairwise disjoint.
Thus, A*UX*UY™* consists of (7 + 1)2 + 2r distinct points of S. Define a
graph G, by setting V (G,) = A*UX*UY* and letting E (G;) consist of
all edges determined by the following five categories:

(a) aijopg € E(G,) if and only if apq € [A(3]7)]".

(b) xix; € E(Gy) for alli # j.

() s € E(Gy) forall i # 5. @)
(d) aijzm € E(G,) if and only if i # m.

(e) aijyn € E(G;) if and only if j # n.
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The next theorem generalizes the result of Proposition 1. In order to
make the proof of the theorem less cumbersome, the following two lemmas
concerning the structure of various subgraphs of G, are useful. Extensions
of these two lemmas are mentioned briefly in the last section.

Lemma 1. For every r > 2, G, contains a subgraph isomorphic to G,_;.

Proof. Letr >2and chooseanyiand j,1<i,j <r LetX (%) de-

note the (r — 1) x 1 submatrix of X obtained by deleting the i entry of X.
Similarly, let ¥ (j) denote the 1 x (r — 1) submatrix of ¥ obtained by delet-

ing the j** entry of Y. Define G; (3, 5) = G [[A (i]5)]" U [X (i)]* U [Y GN°]-
Then G, (i,5) = G,_1. To see this, first observe that A (i|j) € ST,
X (4) € S¢=1x1 and Y (5) € §1%(=1). Hence, the collection

{lAG", X Or. Iy G}

is a pairwise disjoint collection consisting of 72 + 2 (r — 1) distinct points
of S. By the definition of E(G,), the sets A} U {z;} and B} U {y;} are
independent subsets of V (G,) with (4} U{z;}) N (B Ul{y;}) = {as;}.
Hence, G (4, j) satisfies all defining properties of the graph G,_;. B

Lemma 2. For every r > 2, G, [A*] is (r + 1)-chromatic.

Proof. Let I be an arbitrary independent subset of A* containing the
vertex a;;. By the definition of E(G;), it must be that I C A or I C B;.
Thus, |I| < 7+ 1 and so a (G, [A“p = r+ 1 as the rows (or columns) of
A determine independent subsets of A* having cardinality r + 1. Because
{A7 1< s <r+1} is a partition of A* into 7+ 1 independent subsets and

X (@, a7y > S _ G+

Za(G AN - r+1
it follows that x (G, [A*])=7+1. W

Theorem 1. The set G ={G, : 7 € N} is a family of (2r + 1)-chromatic
graphs in which G, [X*] and G, [Y*) are completely independent critical
r-cliques.

Proof. The proof proceeds by induction on . For r =1 it is easy
to see that (71 is 3-chromatic and that both z; and y; are critical vertices
of Gi. Thus, G1[{z1}] and G [{y1}] are completely independent critical
I-cliques. Inductively assume that G, is a (2’ + 1)-chromatic graph in
which G+ [X*] and G, [Y*] are completely independent critical r’-cliques
for 1 <+’ < r. Now consider the graph G and an arbitrary partition P of
V (G;) into independent subsets. Choose an arbitrary z.,, € X*. Then,
there exists a P = P(m) € P such that z,, € P. Observe that P can
contain at most one member of Y*. Consequently, for any z,, € X *, there
exists a2 y, = y, (m) € Y™ such that y,, ¢ P. From this, it follows that there
exist P,Q = Q(m,n) € P such that z,, € P and y, € Q. Furthermore,
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P C A;,U{z,n} and Q € B U{y,}. Therefore, every partition P of V (G,.),
for r > 2, contains at least two members, in particular P and Q, neither one
of which contains a vertex of G, (m,n). Hence, x(G,) > (2r—1)+2 =
2r + 1 since by Lemma 1 and the inductive hypothesis x (Gr (m,n)) =
x(Gr—1) = 2r — 1. However, the sets A} U {z;} for i = 1,2,...,r, the
set Ay.,, and the sets {y;} for j = 1,2,...,r determine a partition of
V (G,) into 2r + 1 independent subsets. As a result, x (G,) =2r+1. It
remains to confirm that G, [X*] and Grg’*] are completely independent
critical r-cliques. To this end, consider G, [A* UY™|. It must be shown
that x (G, [A*UY*]) =r+ 1. By Lemma 2, x (G, [4*]) =7+ 1. Thus,
X (G:kl" UY*]) > 7+ 1. Note that this also follows from the facts that
Gr — X* = G, [A*UY*] and x(Gr - X*) > x(G,) — r. Next, observe
that the sets B; U {y;} for j = 1,2,...,7 and the set B;,, determine
a partition A* UY™* into » + 1 independent subsets. We conclude that
X (Gr[A*UY™*]) =7+ 1 and that G, [X*] is a critical r-clique. Similarly,
G, [Y*] is a critical 7-clique. Finally, because z;y; ¢ E(G,) for every
lli_<_ i,j < r, G.[X*] and G, [Y*] are completely independent critical r-
cliques.

Corollary 1. For every s,t € N, there exists a vertex critical graph which
admits a critical s-clique and a critical t-clique that are completely inde-
pendent.

3. CONCLUDING REMARKS

We showed the existence of graphs which admit completely independent
critical cliques and it was mentioned that graphs exhibiting such a property
were in some sense undesirable. This is because of the nonexistence of edges
between the critical cliques. After investigating conditions on G — K¢ —
K§ necessary for the existence of completely independent critical cliques,
the constructions were obtainable. If K¢ and K are to be completely
independent critical cliques of a graph G, then is it possible to determine
necessary and sufficient conditions on G — K¢ — K¢, G — K¢, and G — K{
in order to guarantee the existence of the completely independent critical
cliques? For instance, in the graph G, the number of edges in G, [A*] is
it (r+ 1)2. So, at least asymptotically, G, [A*] and G, contains almost
all of its edges. So is it true, at least in the case s,t > 2, that if there
exist completely independent critical cliques having orders r and s, then
G must contain nearly all of it edges? Do there exist graphs having few
edges admitting completely independent critical cliques, for s,t > 27 If K,
and K, are two cliques, then what are necessary and sufficient conditions
on G — K¢ — K¥ to force the existence of edges between K¢ and K§7

Lastly, does there exist a graph which admits an arbitrary number of
completely independent critical cliques having orders at least two? The
construction that was used in the theorem does not appear to generalize
further. By defining I; = {1,2,...,t} and an n-dimensional matrix A as a
function A: I, X --- x I;, — S, various generalizations of Lemma 1 and
Lemma 2 were obtainable and are interesting in their own right. However,
it did not seem that 2(d,e) could be generalized in any way.
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