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Abstract

A Knowledge Based Document Management System (KBDMS) is pro-
posed in this paper to organize, cluster, classify and discover free-text doc-
uments. Context sensitive information is discovered by means of word map,
sentence map and paragraph map in an intelligent manner in this proposed
system. A text learning procedure for the semantic retrieval of text docu-
ments is implemented using hierarchy of self-organizing maps (SOM) and sup-
port vector machines (SVM). The hierarchical SOM generates histograms of
paragraph maps based on the semantic similarity and these paragraph maps
are trained using SVM for classification. The SVM also generates index for
each document given to it. The proposed system is scalable and capable of
discovery of documents from a huge amount of free-text documents. It is
tested over a maximum of 100000 text documents with 75 — 80% accuracy in
the context-sensitive discovery of free-text documents.

Keywords: knowledge based document management system, context-sensitive
discovery of free-text document, self organizing maps, semantic similarity,
support vector machines.
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1 Introduction

The challenging task of E-Governance is to manage huge volume of documents
and to provide intelligent information in a meaningful way. Knowledge Man-
agement System is a key task of E-Governance. It is used to organize and
cluster documents in the form knowledge libraries so that intelligent reports
and precise summary analysis are generated.
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Semantic retrieval of information deals with the representation, storage
and access to information in a specific context. Information Search is per-
formed by giving keywords to search engines to retrieve target information.
But a lot of irrelevant information is also retrieved by keyword searching.
Hence there is a need for semantic discovery of information instead of key-
word searching.

With the volume of documents growing exponentially, document orga-
nizing and clustering become increasingly difficult. As a result, various algo-
rithms for dimensionality reduction in automatic text classification have been
developed [12]. The problem has also been addressed by automata theory,
grammars and natural language theories. In some applications, rule based
systems have also been used. Neural network methods based on competi-
tive learning offer an associative approach to this problem [7]. Scholtes [13]
has implemented neuronal methods for free-text database search and con-
cluded that neural network converges towards a proper representation of the
query as well as the objects in the database. It is observed that SOM is
suitable for organizing free-text documents into meaningful maps for explo-
ration and search. SOM algorithm automatically organizes the documents
into a two-dimensional grid so that related documents appear closer to each
other. Several SOM based techniques are available mainly for browsing, in-
formation retrieval and data mining [8, 9, 10]. The KBDMS is implemented
using SOM hierarchy, coding schemes and Multi Layer Perceptions (MLP)
for dimensionality Reduction, creation of indexable document feature maps
respectively.

This paper aims at introducing techniques for discovering relevant text-
based data in database of electronic documents using semantic similarity.
An electronic database is typically a set of documents in which each data
is represented by keywords, sentences or paragraphs available in the given
text. The documents most related to the searching query are based on the
frequency of occurrences of words, sentences and paragraphs. However, it
is essential to extract these details from the free-text document, which are
clustered and organized in neural networks for later discovery. As a result,
the system provides a way to represent the documents based on their content.

The paper is arranged as follows. The Related Work is provided in Sec-
tion 2; the Proposed Architecture is discussed in Section 3; the Design and
Implementation are given in Section 4; the results are given in Section 5 and
Section 6 concludes the paper.

2 Related Work

Kohonen [3] constructed vectors as weighted word histograms using SOM
based on shortcut computational methods resulting in content addressable
search. The accuracy of search has been increased to 64% from 58% in this
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approach. Marie-Jeanne [4] proposed a kernel based methodology defining
a hierarchical kernel for SOM which compares paragraphs of free-text docu-
ments. Topographic clustering has been formed using kernel based learning
algorithm in SOM. The inter-cluster distance has been used as the metric
for semantic similarity. It has been concluded that the method is effective in
retrieving the relevant information.

Andreas Rauber [5] explored the high potential of the SOM for document
clustering without intellectual input. The automatically produced labels yield
the important keywords describing the contents of the documents. Kin Ke-
ung Lai [6] described the use of SOM as a meta-modeling technique to design
a parallel text data extrapolation system. He has claimed that the com-
putational efficiency and scalability of the meta-modeling system have been
improved when applied to a massive text data collection. Xiaohua Zhhou et
al., [15) proposed the agglomerative clustering for grouping documents based
on semantic similarity using Vector cosine and Kullback-Leibler divergence
metrics. He has concluded that Kullback-Leibler divergence distance met-
ric outperforms Vector cosine metric in finding semantic similarity between
the documents. Xiaodan Zhang et al., [16] evaluated the effect of seman-
tic smoothing with a model-based agglomerative clustering and model-based
partitioned clustering on three different datasets. They concluded that the
proposed semantic smoothing is very promising for model based text cluster-
ing. Ari Visa et al., [1] proposed Knowledge Discovery from Text Documents
Based on Paragraph Maps. We have made use of this concept in introducing
an efficient document management system by indexing the documents using
back propagation in addition to hierarchical SOM.

3 Proposed Architecture

A framework for KBDMS proposed. It consists of three-layer architecture:
the Presentation layer, the Knowledge layer, and the Data layer (see Figure
1). The functionality of each layer is discussed below.

3.1 Presentation Layer

The presentation layer provides the user interface to KBDMS. It provides
facilities to interact with the training and discovery modules.

3.2 Knowledge Layer

The knowledge layer is the vital part of KBDMS. Since it is implemented
in a generic way, knowledge can be introduced through Machine Learning
(which is considered in our work), artificial intelligent techniques and statis-
tical training methods or by any soft computing methodology. Further, it
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can act intelligently through the inclusion of modules such as pattern recog-
nition, logical reasoner, or data mining models. The knowledge layer enables
intelligent interpretation of the existing document by extracting meaningful
features for decision making as shown in the following algorithm.

Figure 1: Proposed Architecture for Knowledge Based Document Manage-
ment System

Algorithm:
Training Session
Step 1: Stop-words and special symbols are removed.

Step 2: Generate word map followed by sentence map and then paragraph
map with the help of filtered text from Step 1.

Step 3: The generated paragraph maps are given as input to the SVM which
creates the unique index.

Step 4: Store document along with the generated index in the database.
Discovery Session

Step 1: Preprocess the query string; stop-words and special symbols are
removed.
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Step 2: Generate word map followed by sentence map and then paragraph
map with the help of filtered text from Step 1

Step 3: Provide the generated paragraph map to a trained Neural Network
Model to discover the relevant document from the database.

3.3 Data Layer

This layer is used for storing the data permanently in repositories or in the
form of flat file. The data may also be stored in any other required structure.

4 Design and Implementation

In this section, we explain the design and the implementation details of the
constituent units of each layer viz. presentation layer, knowledge layer and

data layer.

The presentation layer is implemented using Java swing. The GUI screen
(see Figure 2) allows user to either select the training or discovery. If the user
selects to train the KBDMS, he/she can enter the filename of the training
document in the text field. On the other hand, if the user wants to perform
discovery of documents, he/she enters the search query through the text
field available under discovery section. On clicking the appropriate buttons,
training or discovery in the presentation layer, the knowledge layer for further
processing is invoked.

The knowledge layer is implemented using MATLAB Neural Network
Toolbox. The SOM used in this layer is a variant of the Kohonen [2]] model
which uses the Kullback-Leibler metric instead of the Euclidean distance
metric. Given two probabilistic document models p(w | d1) and p(w | d2),
the Kullback-Leibler divergence distance of p(w | d1) to p(w | d3) is defined
as:

_ plw | di)

where V is the vocabulary of the corpus.
The document filtering unit removes the stop-words and special symbols.
The filtered text is provided to the hierarchical SOM to generate paragraph

maps. Initially, words in the filtered text are converted into numbers using
Ari Visa et al. [1] formula as given below.

L-1
y= 24‘ *C, L—i (2)
i=0
where L is the number of characters in the word C; and 7 is a character
within a word w.
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In the next step, the corresponding numbers of words are further mapped
into word vectors using the formula

Y = f(y) mod P (3)

Here Y is a tabulated function, the table has a size of N * M where N is
the length of the table and M is the length of the word vector, P is a suitable
prime and N < P < NW,

Finally the constructed word vector is given to the SOM which forms the
word map. Similarly, the sentence vector is created using the filtered text
and word map. The sentence vector generated is fed to the SOM to form
sentence map.

The paragraph vector is generated by the SOM using the word map,
sentence map and filtered text. The paragraph map is also generated by the
SOM. The classification module uses SVM, in which the paragraph map is
trained and a corresponding index is generated. The indices of the trained
documents are stored in repository for subsequent discovery.

In the discovery process, the creation of index for the search string follows
the same steps explained above. Based on the generated index of the search
string, the suitable matching database entry is returned as the result for the
discovery operation.

The data layer enables the persistent storage of the indices generated by
the Knowledge Layer. The salient feature of data layer is the ability to store
indices along with the document in repository. This layer may also be used
to store document as a flat file with the same name of the generated index.
Thus the data layer is extensible to accommodate the required structure of
the document.

The Support Vector Machine is used for classification. The generalization
ability of SVM is better than other neural classifiers. The SVM is imple-
mented using LS-SVM library files. The Java front-end design is connected
to the MATLAB tool. The steps involved in connecting Java with MATLAB
are given below:

1. Importing Packages

2. Registering MATLAB Engine

3. Opening a Connection to MATLAB
4. Executing Result Set.

A complete document discovery system has been implemented in a generic
way using semantic similarity and employing SOM and SVM.
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5 Results & Discussion

The KBDMS is trained with data sets in the range of 50000, 80000 and
100000 text documents. The training time ranges from 8 hours to 15 hours
in a Pentium IV machine. The accuracy of the context sensitive discovery of
documents has been observed in the range of 75% to 80%.

Initially a training set containing 900 words is given to the KBDMS. The
training set is filtered and the subsequent encoding of the filtered text gives
the word vectors, which are given to the SOM that generates the word map.
The word map and the filtered text are given to the sentence encoding that
produces the sentence vectors, which in turn is fed to the SOM to get the
sentence map. The word map and the sentence map obtained are plotted
as histogram as in Figure 3. The word map, sentence map and filtered text
are fed to the paragraph encoding to get the sentence vectors. The sentence
vector is input to the SOM to get the sentence map. The sample sentence
map is represented as histogram in Figure 4. Figure 5 shows the learning trial
of the SVM for the given training set. The effective retrieval of the related
Free-Text Document for the given query consisting of 10 words is shown in
Figure 6. Figure 7 shows a plot to show the multi-class classification ability
of LS SVM.

6 Conclusion

A generalized framework for knowledge based document system is proposed
in this paper. The model is implemented using hierarchical SOM and SVM
for efficient discovery of free-text document. The contributions in this paper
are:

1. A generalized knowledge based document management system is pro-
posed.

2. New algorithms are designed using Kullback-Leibler divergence metric
for clustering the document in the SOM.

3. Knowledge discovery is achieved through SVM by indexing the docu-
ments.

By using SOM and SVM for discovery and considering KLD for semantic
similarity the efficiency is improved and the accuracy achieved was nearly
10% higher than the other existing methods. The hierarchical SOM is used
for generating word, sentence, and paragraph maps. Free text documents are
trained and indexed for fast recovery, while the existing methods do not apply
any indexing mechanism. The proposed approach has been implemented and
the results are found to be satisfactory and encouraging.
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Figure 3: Plot to show the word map and sentence map during the training
procedure of Free-Text Documents
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Figure 4: Plot to show the Sentence histogram by using Knowledge maps.
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Figure 5: Plot to show the learning trial of the SVM.
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Figure 6: Plot to show the effective retrieval of the related Free-Text Docu-
ment for the given query.
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Figure 7: Plot to show the multi-class classification ability of LS SVM.
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