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Abstract
Let G = (W,Va; E) be a bipartite graph with |Vi|=|Va2|=2k,
where k is a positive integer. It is proved that if d(z) + d(y) > 3k
for every pair of nonadjacent vertices £ €V}, y €V2, then G contains
k independent quadrilaterals.
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1 Introduction

In this paper, all graphs are finite, simple, undirected and bipartite. Any
undefined notation follows that of Bondy and Murty [1]. Let G = (4, V,; E)
be a bipartite graph with |Vi|=|V,|. We use 6(G) to denote the mini-
mum degree in G and 01,1(G)= min{d(z) + d(y) | = €1, y €Va, z #y,
zy ¢E(G)}. The order of G is |G| and its size is e(G)=|E|. A set of graphs
is said to be independent if no two of them have any common vertices.
If H is a subgraph of G, then Ny(z)=Ng(z)V(H), d(z, H)=|Ng(z) |.
Let X and Y be two independent subgraphs of G or two disjoint subsets
of V1 V2. We define G[X] to be the subgraph of G induced by X, and
e(X,Y) to be the number of edges between X and Y. A k-cycle is a cycle
of order k and a m-path is a path of order m, denoted by C* and P™ re-
spectively. In particular, a quadrilateral is a cycle of order 4. For a k-cycle
C=x1%3...TkZ1, T:Ti+1 is an edge in C. For two independent graphs G and
H, GU H is the union of G and H without adding any edge between G
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and H. Let T be a simple graph and k be a positive integer, then G DkT
means that G contains & independent subgraphs isomorphic to T'.

One of the outstanding results on independent cycles comes from Corradi
and Hajanal [2]. It was proved that if G is a graph of order at least 3k with
the minimum degree at least 2k, then G contains k independent cycles.
Wang (3] considered independent quadrilaterals in a bipartite graph and
put forward the following conjecture which is still open.

Conjecture 1 (3] Let G = (W3, Vs; E) be a bipartite graph with |V} |=|V,| =2k,
where k > 0 is a positive integer. If 6(G)>k + 1, then G contains k inde-
pendent quadrilaterals.

In [3], Wang gave a result close to the Conjecture 1.
Theorem 1.1 [3] Let G = (Vi, Vz; E) be a bipartite graph with |V;|=|Va| =2k,

where k > 0 is a positive integer. If §(G)=>k + 1, then G contains k — 1
independent quadrilaterals and a 4-path such that they are independent.

Yan [4] improved Theorem 1.1 and gave the following result.
Theorem 1.2 [4] Let G = (Wi, Vo; E) be a bipartite graph with |Vy|=|V| =2k,

where k > 0 is a positive integer. If 01,1(G)>2k + 1, then G contains k —1
independent quadrilaterals and a 4-path such that they are independent.

In this paper, we consider degree-sum conditions that ensure G contains
k independent quadrilaterals. Our main result is as follows.

Theorem 1.3 Let G = (V}, V,; E) be a bipartite graph with |V} |=|V, | =2k,
where k is a positive integer. If 01,1(G)23k, then G contains k independent
quadrilaterals.

The structure of the paper is as follows. First we will show some useful
lemmas in the next section, then prove the Theorem 1.3 in Section 3.

2 Lemmas
In this section, G = (V}, V; E) is a bipartite graph.
Lemma 2.1 Let C = z1y172y2T) be a quadrilateral and P = a1biazby be

a path of order 4 in G with z1,a, €V;. If e(P,C) > 6 and d(a;,C) > 0,
d(bs,C) > 0, then G{PJC] contains two independent quadrilaterals.
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Proof. Suppose on the contrary G{P|JC] doesn’t contain two indepen-
dent quadrilaterals. Since e(P,C) > 6, there exists a vertex z €V(C) such
that d(z,P) = 2. Assume d(z;,P) = 2. This implies G[P — a; + ]
contains a quadrilateral. Hence G[C — z; + a;] doesn’t contain a quadri-
lateral and therefore d(a;,C) < 1. Since d(a;,C) > 0, it follows that
d(a1,C) = 1. Without loss of generality(denoted by w.l.o.g. for simplic-
ity), let a1y1 €F and a1ya €E. If bozy €E, then azy; €F and agy; ¢F
for otherwise G[P(JC] contains two independent quadrilaterals. Hence
e(P,C) < 5, a contradiction. Now we have byxy ¢E. Since e(P,C) > 6 and
a1y2 €E, it follows that e(P,C) = 6. This implies y2a; €F and z3b, €E.
Therefore, G[P|JC] contains two independent quadrilaterals z;yzazbez;
and y1T3b1a1%1, a contradiction. |

Lemma 2.2 Let C = z1y;172y27; be a quadrilateral and P = a1b,azbsazbs
be a path of order 6 with x,,a) €V1. Ife(P,C) > 10, then either G[P|JC —
a1 — by] contains two independent quadrilaterals, or G[P|JC — a; — b]
contains two independent quadrilaterals, or G[P|JC — a3 — b3) contains two
independent quadrilaterals.

Proof. Since e(P,C) > 10, d(a1,C) < 2 and d(b3,C) < 2, we have
e(P —a; — b3,C) > 6. If either d(b,,C) = 0 or d(a3,C) =0, w.lo.g., say
d(b1,C) = 0, then d(a;, C) = d(az,C) = d(a3,C) = d(bs, C) = d(b3,C) =
2. Hence e(P—a3—b3,C) = 6. By Lemma 2.1, G[(P—a3—b3) | JC| contains
two independent quadrilaterals. Now assume d(b;,C) > 0 and d(a3,C) > 0.
Since e(P—ay —bs, C) > 6, it follows that G[(P—a; —bs) | JC] contains two
independent quadrilaterals from Lemma 2.1. This completes the proof. W

3 Proof of Theorem 1.3

In this section, we will prove the Theorem 1.3 by contradiction. Let G =
(W1, Va; E) be a bipartite graph with |V; |=|V, |=2k and 0,,,(G) >3k, where
k is a positive integer. Suppose on the contrary that G doesn’t contain &
independent quadrilaterals. Since 01,1(G)>3k > 2k + 1, G contains k — 1
independent quadrilaterals and a path of order 4 such that all of them
are independent from Theorem 1.2. Let C, Ca, ..., Cx—1 be the k — 1
independent quadrilaterals of G and P = a1b;a3bs with a; €V} be the path
of order 4 which is independent with the k — 1 quadrilaterals Cy, Cs, ...,
C-1. Denote H = |J5=} C.

Since G doesn’t contain k independent quadrilaterals, it follows that
G[P)] doesn’t contain a quadrilateral. Thus a,b; ¢F and d(a;, P)+d(bs, P) =
2. Hence,

e(arbe, H) >3k -2=3(k—-1)+1.
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And so, there is a quadrilateral in H, say C}, such that e(a1bz,C1) = 4.
Denote Cy = z1y1Z2y2z; with z; €V; and P’ = y; Pz;. Then z,b;, ¢F for
otherwise G[P|JC}] contains two independent quadrilaterals y;zoy2a1y1
and z1b2azb1z1, a contradiction. With the same proof, y1a2 ¢E. Hence,
the vertices of P’ can be divided into three pairs of nonadjacent vertices.
Since d(a1,C) = d(b2,C1) = 2 and G[P|JC1] doesn’t contain two inde-
pendent quadrilaterals, e(P, C1) < 5 from Lemma 2.1. Hence

S d(z, H—C1) > Sk—e(P, C1)~2¢(G[P])—e(z131, P| JC1) > 9(k—2)+1.
zeV(P)

There is a quadrilaterals in H — C), say Cs, such that e(P’,Cs) > 10. Since

G[P|JC:] doesn’t contain two independent quadrilaterals, either G[P’ | JC2—
z) — by] contains two independent quadrilaterals or G[P'|JCs — y1 — a1

contains two independent quadrilaterals from Lemma 2.2. In the former

case, T1ysT2baz is a quadrilateral in G; in the latter case, y1z2y0a1y is

a quadrilateral in G. Hence, G[P|JC;|JC?] contains three independent

quadrilaterals and so G contains k independent quadrilaterals, a contradic-

tion. This completes the whole proof.
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