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Abstract. We discuss the learning problem in a two-layer neural network. The prob-
lem is reduced to a system of linear inequalities, and the solvability of the system is
discussed.

1. Two-layer neural networks

We consider a two-layer neural network with N neurons in each layer. Thus the
input and output patterns will be binary N-vectors; we take the symbols to be
{1,-1}. The relationship between input pattern U and output patiern Vis

V = a(AD) 0y

where A = (a;;) is the connection matrix and o is the sign function. Thus, given
input patterns Uy, Us, . ..., Up and corresponding output patterns V1, Va, ..., Vi,
where Up = (4m;) and Vi, = (vm;), the information obtained is

N
vm,.=a(an-u,,.,-), 1<m<M, 1<n<N. @
j=1

The learning problem for this network is to find a connection matrix A satisfying
(2), so each instance consists of a setof input patterns and the corresponding output
patterns; thus an instance can be thought of as a mapping Uy, — Vi : 1 <m <
M.

The solution may be unique, it may be nonexistent, or there may be a spectrum
of possibilities for the a;;. In the case of no solution we say the corresponding
instance of the learning problem is illegal ; otherwise it is legal.
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2. Reduction of the problem (after [2])
Since um, = +1, multiplying both sides of (2) by v, produces

N
=0 (E Gyj u',,,,-vm,.)

j=1
or equivalently

N
Zanjwmw- >0, 1<m< M, 1<n<N 3
j=1

where the wy,,; are new variables defined by

Wmnj = WrmjVmn- @

If we denote by W,,,, the (1,-1) vector of length N with j-th entry wpy; (so
that Wy,,, is column n of the matrix U,,,V,f ) and write A,, for row n of A, then (3)
becomes

AWmn >0, 1<m<M, 1<a<N. )

It is clear that the different inequalities, corresponding to the different values of
n, do not interact. Therefore we have n instances of the following problem:

Find a vector A of length N such that

AW\ >0, 1<m<M. ©)
In the sequel we assume we are discussing (6). It will be convenient to write
W for the matrix with m-th column Wy,.

3. The acute cone case

In some cases one can assume that the vectors W,, always have positive inner
product. In other words, the convex cone spanned by the vectors Wy, is acute.
In this case, suppose A is any linear combination of the form

A=Ec,-W/iT

in which the ¢; are non-negative and are not all zero (we call this a positive linear
combination of the W). Then

AWp =Y W Wy >0
for all m. So we have the following rule, which is discussed in [2]:

Theorem 1. Geometric Learning Rule. If the vectors Wy, for fixed n always
form an acute convex cone C, in N -space, then a solution A to the learning
problem may be constructed by taking row n of A to be any positive linear com-
bination of the W, (that is, any vector in Cy).
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4. The independent case
Suppose the vectors W, are linearly independent. Then necessarily M < N, and
we can find a matrix X such that if

S=[W:X]

then S is an n x ninvertible matrix.
Suppose one wishes to attain a given set of values hy, hy, ..., hy for AW,
AWs, ..., AWy. Write

H=(hy,hy,....,hp,1,1,...,1)
and use
A= HS™.

The values hy, ha, ..., hy can be chosen to be positive.
This case is of course not very interesting, but is included for completeness.

5. The general case

Suppose A = X is a solution of (6). Let a be the value of the smallest member
of XWy,. Then

(' X)W > 1
(in the sense that every entry in the left-hand side is at least 1). So there is a
solution to
AW, > 1. Q)
But obviously any solution of (7) also satisfies (6). So we have
Theorem 2. Tv solve the leamning problem for the network defined in (1), it is
sufficient to find a solution of (7). If (7) is insoluble, then the learning problem is
illegal.
Unsolvable sets of inequalities were discussed by Kuhn [3]. A system
AM > b

is called inconsistent if and only if there exists a vector of nonnegative numbers

Y such that
MY =0

bY >0.
In other words, (7) is inconsistent if and only if some vector Y of nonnegative
numbers, not all zero, satisfies
MY =0.
Theorem 3 [3; 1 p. 144). A system of linear inequalities is unsolvable if and
only if it is inconsistent.
Thus the above discussion gives a necessary and sufficient condition for the
legality of the learning problem.
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6. Computational considerations

Theoretical results aside, it is of interest to find a solution of (7), or prove that
none exists, in specific cases.
The solution of a system such as (7) is no harder than solving linear program-
ming problems; (7) is equivalent to

minimize ap
subject to —a0+ AW, >1 8)
ap > 0.

The learning problem is legal if and only if (8) has a non-empty solution set.

Accordingly, solution of the leamning problem is reduced to solution of linear
programming problems. This has been widely studied (see, for example, [1]), and
many implementations are available.
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