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Abstract

Let m and n be positive integers, and let R = (rq, .. .,
rm) and S = (s1,...,8,) be non-negative integral vec-
tors. Let A(R,S) be the set of all m x n (0, 1)-matrices
with row sum vector R and column vector S. Let R and
S be non increasing, and let F(R, S) be the m xn (0,1)-
matrix where for each i, the i*® row of F(R,S) consists
of r; 1's followed by n — r; 0’s, called Ferrers matrices.
The discrepancy of an m x n (0,1)-matrix A, disc(4),
is the number of positions in which F(R, S) has a 1 and
A has a 0. In this paper we investigate linear opera-
tors mapping m x m matrices over the binary Boolean
semiring to itself that preserve sets related to the dis-
crepancy. In particular we characterize linear operators
that preserve both the set of Ferrers matrices and the
set of matrices of discrepancy one.
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1 Introduction

In the area of graph theory or discrete matrix theory, dete
mining if an object belongs to a specified set may be a dif
cult problem. In the current topic, finding the discrepancy

a (0, 1)-matrix is an NP-complete problem, [4]. One method

identifying objects in a set is to identify a known set of matric
with that property and apply transformations that preserve th
property to expand the known set.

In the study of plant species versus biological pollinators,
bipartite graph is an obvious tool for analysis. To study bips
tite graphs we often use the reduced adjacency matrix (a (0, 1
matrix). Thus, we will study (0, 1)-matrices whose arithmet
is Boolean, that is the same arithmetic as for the real numbe
except that 14+1=1. With this arithmetic there is a isomorphis
between the set of bipartite graphs (using union and interse
tion as the arithmetic) and the set of m x n, Boolean, (0,
matrices. We let M, ,(B) denote this set of all m x n Boolea
(0, 1)-matrices. Let E;; be the matrix in M,,,(B) which h
exactly one nonzero entry, a one in the (i,7) position. L
Jmn € Mumn(B) denote the matrix of all ones, Op.pn € My, nl.
denote the zero matrix and I, denote the nxn identity matrix.
no confusion arises, we suppress the subscripts and write J, O,
If A and B are matrices in M,, ,(B), and b; ; = 0 implies a; ; =
we say that B dominates A and write B 1 Aor AC B.

A linear operator on M,, ,(B) is a mapping 7" which is ¢
ditive, that is T(A + B) = T(A) + T(B), and homogeneor
T(aA) = oT(A). Tt is easily seen that a linear operator
Mnn(B) is any additive map such that T(0O) = O. Let 1
M n(B) — M, o(B) be a linear operator. We say that T' p
serves a set X C M, (B) if A € X implies that T(A) €
The operator strongly preserves the set X if A € X if and only
T(A) € X. Thus, “T strongly preserves the set X” is equivalc
to saying “T preserves the set X and T preserves its comp
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ment, Mm,n (B)\X”

Let f be a function on M, ,(B). We say that T preserves
f if T preserves the set {X € M, n(B)|f(X) =r} for each r in
the image of f. That is,

T preserves f if and only if, for each r in the image of f,
T (strongly) preserves f~'(r). (1)

In [1] there were four equivalent definitions for Ferrers ma-
trices given. Here we shall prefer:

Definition 1.1 An m x n matric A of zeros and ones is called
a Ferrers matrix if a; ; = 1 implies that for all k < i and £ < j
ake =1,

Note that every 1 x n and m x 1 matrix of zeros and ones
which has non increasing row and column sums is a Ferrers ma-
trix, and the transpose of a Ferrers matrix is a Ferrers matrix.
So, henceforth we assume that 2 <m <n.

Let Z. denote the set of all nonnegative integers so that Z%
is the set of all k¥ tuples of nonnegative integers. Let Q(m,n) =
{(RSNReEZL,S€ZPn>r1 212 ... 2 Tyym = 81 2
S 2> ... 2> sp}. That is, @(m,n) is the set of ordered tuples of
non increasing sequences of length m and n from {0,1,2,...,n}
and {0,1,2,...,m} respectively.

Let (R,S) € Q(m,n) and define A(R,S) to be the subset
of M,,,(B) consisting of matrices with 7; nonzero entries in
row 1 and s; nonzero entries in column j where r; is the **
component of R and s; is the j** component of S. Note that in
order that A(R,S) # 0, we must have that r1 + 72+ ... + 71, =
81 # 83 F < w1y + 8y

Definition 1.2 Let B € A(R,S) for some (R,S) € Q(m,n).
The discrepancy of B, disc(B), is the minimum number of ones
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exchanged with zeros in the same row of B that yields a Ferre
matriz.

It was shown in [1] that the discrepancy of a zero one matr
is not independent of permutation of columns which mainta
the non increasing nature of the columns.

The discrepancy is only defined for matrices in A(R,S) {

(R,S) € Q(m,n). For matrices not in A(R, S) for some (R, 5)
Q(m,n), let the discrepancy be co.

2 Preservers.

Note that for transformations 7" : M, ,(B) — K for K a monoi
T is nonsingular means only that T(X) = Oonlyif X = 0. U
like transformations on vector spaces (over a field), being no
singular does not imply invertibility. If Z is a matrix in My, n(
and Y C Z,let Z\Y = @ where ¢;; =1 if and only if z;; =
and y; ; = 0.

In [1] the following theorem was established:

Theorem 2.1 [1, Theorem 4.2] Let T : Mpn(B) = Mpmnl
be a bijective linear operator that maps the set of Ferrers mat
ces to itself. Then either:

1. T 1is the identity; or

2. m=mn and T is the transpose operator.

We now continue that investigation into the preservers
sets of (0, 1)-matrices defined by discrepancy.

Lemma 2.1 Let T : My ,(B) = Mmn(B) be a linear operat
If T preserves the set {A | disc(A) = 1} and the set of Ferr
matrices (disc(A) = 0), then T 1s nonsingular.
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Proof. Let Juy = [ OJk’n . Suppose T(X) = O for some

m—k,n

X # O. Then there exists (k,£) such that T'(Ej,) = O.

Case 1. £ < n. In this case, T(Ju) = T(J) \ Ekye), while
disc(Jgy) = 0 and disc(Jky \ Exe) = 1, which contradicts that
T preserves the set {A | disc(A) = 1} and the set of Ferrers
matrices.

Case 2. £ = n. In this case, T(Ju)\ (Ekn-1UEkn)) = T (Jm)\
Ek,n—l) since T(Ek,n) = 0. But d’&'SC(J(k) \ (Ek,nml U Ek,n)) =10
while disc(Jx) \ Ekn-1) = 1 contradicting that 7" preserves the
set {A | disc(A) = 1} and the set of Ferrers matrices.

Having arrived at a contradiction in both cases we have that
T is nonsingular. | |

Suppose that A is a matrix of 0’s and 1’s of discrepancy 1.
Then, there is exactly one entry equal to 1 that can be exchanged
with a zero entry in the same row to give a Ferrers matrix. Call
that entry an ezchangeable 1.

Example 2.1 Let F, F3, . .., F,, be Ferrers matrices in M, ,,(B)
such that for ¢ = 2,...,m, F; has only zero entries in rows
Li+1,...,m. Let T : Mp,(B) - Mp,(B) be defined by
T(E;;) = E;j for all (i,7) such that j <n, T(E1,) = E1,, and
T(Ein) =E;, + F; fori=2,...,m. Then T preserves the set
of matrices of discrepancy 0 (Ferrers matrices) and the set of
matrices of discrepancy 1. To verify this observe that if the last
column of a matriz is zero its image is itself. If A is a Ferrers
matriz with nonzero last column, then by definition 1.1, the last
column of A consists of j ones followed by m — 3 zeros for some
7, and the first n— 1 columns is a Ferrers matriz. So T(A) has
last column the same as the last column of A and the first n — 1
columns is the sum of the first n — 1 columns of A plus 7 — 1
Ferrers matrices whose only nonzero entries are in the first j—1
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rows. That is A = [ JI{_’,“ ] where F' is an (m — j) x n Ferre

matrir.. Thus T(A) = A and hence T(A) is a Ferrers matriz,

If A is a matriz of discrepancy 1, Suppose that the exchang
able 1 is in the first n — 1 columns. Then A has all nonze
entries in any row that has an entry in the last column, so th
T(A) = A has discrepancy 1. Suppose that the exchangeable
is in the last column. say the exchangeable 1 is the (i,n) entr
Then T(A\E;,) = A\ Ein. Thus, T(A) = T((A\ Ein)+Ein)
T(A\ E;,) + T(E;,) = A+ F,. Further, disc(A+ F;) = 1 sin
F; has only nonzero entries in the firsti—1 rows and is a Ferre
matriz. Thus T(A) has discrepancy 1.

fU € My,.(B)let <U> denote the semimodule consist
of all matrices dominated by U, and let |U| denote the numb
of nonzero entries in U.

Lemma 2.2 Let U,V € Mm,(B) with [U] > |[V]. IfT : <
> — <V> is nonsingular and for any cell EC U, T(U\ E)
T(U), then |U| = |V| and T is bijective.

Proof. Let ¢ = |U]. Suppose that |T(E)| > 1 for some c
E C U. Order the cells H; of <U> by H; = F and H; is chos
arbitrarily from the remaining |U| — ¢ cells. If for any ¢+ >
a contradiction. But then, we must have |T(Hy + ... + Hy)|
q > |V, a contradiction. Thus |T'(H;)| = 1 for all . That is
maps cells to cells since 7" is nonsingular.

If T(E) = T(F) for two distinct cells £ and F' dominat
by U, then T(U) = T((U \ (F) + (F)) = T(U \ F) + T(F)
T(U\F)+T(E)=T(U\F)since EC U\ F, a contradictic
Thus, |[U| = |V| and T is a bijection.

Lemma 2.3 Let T : My n(B) = Mp,.(B) be a linear ope
tor. If T preserves the set {A | disc(A) = 1} and the set
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Ferrers matrices (disc(A) = 0), then the restriction of the map
T to the semimodule <[Jymn-2 Om2]> maps <[Jmn—2 Om2]>
bijectively onto <T([Jmpn—2 Om,z])> -

Proof. We first show that T is bijective. Let U = [Jmn—2 Om,2].
Suppose that [T (U)| > m(n —2).

Let Xoo = [Jmn—2 Om,z2]. We now define matrices lexico-
graphically starting with X;; = [Jnn—2 Oma] + E1n = Xopo +
El,m and X1,2 = [Jm,n—Z Om,z] + E],n i El,n-l = Xl,l + El,n—ly
etc. Continuing we get:

I

X111 = Xopo+ Eipn and X, X1+ Eina
Xo1 = X2+ Eap and X;o = Xo1+ Eopa

Xj,l = Xj_1,2+Ej,n and Xj,z = Xj,1+Ej,n_1

Xm,l = Xm—1,2+Em,n and Xm,2 e Xm,l"I’Em,n—l

so that X, 2 = Jn-

Since |[T(U)| > m(n—2) and |T(Xm,2)| < mn, there is some j
SllCh th&t either |T(XJ,1)| - 'T(Xj—l,Q)l or ]T(X]’Q)I == IT(XJ,I)'
But since X;; J X;_12 and X;2 J X;; we have that either
T(X;1) = T(Xj-12) or T(X;2) = T(X;1). Now, since for any
k> 1, disc(Xg1) = 1 and disc(Xk2) = 0, we have contradicted
that T preserves both the set of matrices of discrepancy 0 and
the set of matrices of discrepancy 1. Thus, |T(U)| < m(n — 2).

By Lemma 2.2, the restriction of operator T to the semimod-
ule <[Jpn-2 Oma/>maps <[Jnn—2 Om 2> bijectively onto
<T({Jm’n*2 Om,g])> ; |

Let X be any matrix in M,,,(B). Let R;(X) denote the
1 X n matrix consisting of the 7" row of X, and C;(X) denote
the m x 1 matrix consisting of the ;' column of X.



Lemma 2.4 LetT : M, ,(B) — M,,,(B) be a linear operato
If T preserves the set {A | disc(A) = 1} and the set of Ferre:
matrices (disc(A) =0), then T([Jmn—2 Omz2]) = [Jmn—2 Om,z2

Proof. Let U = T([Jmn-2 Omp2]) and let L be the restri
tion of T to the semimodule <[J,,,_2 On2]>, That is, L
<[Imn-2 Omo>— <U>1is a h'néar operator that preserve
the set {A | disc(A) = 1} and the set of Ferrers matrice
(disc(A) = 0). By Lemma 2.3 L is bijective.

Since L is bijective, L(FE; 1) = E, ¢ for some 7, s. But the on

Ferrers matrix that has only one nonzero entry is F;;. Thu
L(El,l) = E]_Jl.

Consider L(FE, 5). The only two Ferrers matrices with exact!
two nonzero entries are Fy; + Ey2 and Ey1 + Ea;.

Case 1: L(El,g) = E1_2. Then, L(Elyg) must be E1,3 becaus
L is bijective and, hence, L(E} ; + Ej 5 + E} 3) must be a Ferre
matrix and the only possible other choice would be E, ; which
impossible because then L(E; ; + E 3) which has discrepancy
would be a Ferrers matrix, contracting that L preserves the s
{A | disc(A) = 1}. Following this type of argument, we arri-
at T(R1([Jm,n_2 Om,g]) E Rl(U)

Continuing in like manner we get that L(C,) = Cj, an
since L(E;,;) = E;; we get that L(R;([Jmn-2 Ompa]) C R:(U
But since |U| = |[Jmn—2 Om,2]| we must have that each row of

has the same number of nonzero entries as does [Jnn 2 Om,

Case 2: L(E} ) = Fy1. Then, L(E) ;) must be F3; becau
L is bijective and, hence, L(E; ; + E; 5+ F; 3) must be a Ferre
matrix and the only possible other choice would be Ej, whic
is impossible because then L(E;; + E; 3) which has discrepanc
1 would be a Ferrers matrix, contracting that L preserves tl

set {A | disc(A) = 1}.
Following this pattern, we arrive at L(Ri([Jnn-2 Oms))
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C,(U). But for any 5 > 2, E'1 1+ E1 j has discrepancy 1 while the
sum of any two cells in column one has either discrepancy zero
or infinity. Thus, case 2 is impossible and the lemma. follows. =

In the following lemma, for a and [ sequences of positive
integers, let Ala|f] denote the submatrix of A on rows indexed
by a and columns indexed by S.

Lemma 2.5 Let T : My n(B) = M, .(B) be a linear opera-
tor. If T preserves the set {A | disc(A) = 1} and the set of
Ferrers matrices (disc(A) = 0), then the restriction of the map
T to the semimodule <[Jpn_2 Omal> is the identity map from
<[Jmn—2 Om2|> onto itself.

Proof. Let L : Mpp_2(B) - Myno(B) be defined for
X € MpynoB), L(X) = T([X Ons))[1,2,...,mL,2,...,n —
2]. Then, by the above lemmas, L is bijective and preserves the
set of Ferrers matrices and the set of matrices of discrepancy
1. By Theorem 2.1, L is either the identity, or m = n — 2 and
L is the transpose operator. However, considering the matrix
110
1 0 1 |, whose discrepancy is 1 but whose transpose has
1 10
discrepancy 2, one sees that the transpose operator does not
preserve discrepancy 1, hence L is the identity operator. The
lemma now follows by the definition of L. B

In the following lemma let J® = [Jme Omn—s) andlet X9 =
J® 4+ Bin1+ Eypny+ ...+ Egnot.

Lemma 2.6 Let T : M, ,(B) = M., ,(B) be a linear opera-
tor. If T preserves the set {A | disc(A) = 1} and the set of
Ferrers matrices (disc(A) = 0), then the restriction of the map
T to the semimodule <[Jpn-1 Oma1|> is the identity map from
<[Jmn-1 Om1]> onto itself.
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Proof. By Corollary 2.5, for any j < n—2 and any 4, T(E; ;)
E;;. Consider T(F;,_1). Say for some (r,s) # (i,n—1) th
E,s C T(E;n_1). Let k be the smallest k such that some su
cell is dominated by T(Ey,_1), thatis B s T T (B n—1) for sor
(7‘, 5) 7é (kyn - 1)

Case . s<n—2 orr < kand s =n-1 In this ca
X® 3 E,, and hence T(X®) = T(X® \ E,,). Let Y
(X® + E..)\ E,, and Z=X® 4+ E,,. Then, T(Y) = T(-
but disc(Y) = 1 while disc(Z) = 0, a contradiction.

Case2: r > kand s=n—1. Let Y = X" 4By ,+Fyp+.. .+E
and Z =Y \E,,_i. Then, T(Y) = T(Z), but disc(Y) = 0 wh
disc(Z) = 1, a contradiction.

Case 3: s = n. Note that by the above cases and Corollary 2
if Brpo1 ©T(X®) then r = 1.

Subcase 1: r > k. In this case, T(X %)) must have discrepar
1 while disc(X®) = 0, a contradiction.

Subcase 2: 7 < k. Let Y = J®% 4 (E1ns + Egna + .-
Er 1n-2)+ Ern_1. Then, by the above cases, disc(Y) = 1 wl
disc(T(Y)) > 2 since T(Y) has zeros in entries (k,n — 2) &
(r,n—1) and ones in entries (k,n—1) and (r,n). This contradi
that 7' preserves discrepancy 1.

Subcase 3: r = k. Let Y = J™ % 4+ (Ejns + Bz + -
Erx1n-3)+ (Ein2+ Fona+ ...+ Ex_1p2) + Exnoa Tl
disc(Y) = 1 and disc(T'(Y)) is at least two, a contradiction.

Since a contradiction has arisen in all the above cases ¢
since T is nonsingular by Lemma 2.1 we have that T(E;n_1
E;pn—1 for all i. That is, the restriction of the map T to
semimodule <[J,n-1 Om1|> is the identity map.

Lemma 2.7 Let T : Mpua(B) = Mpa(B) be a linear
erator. If T preserves the set {A | disc(A) = 1} and
set of Ferrers matrices (disc(A) = 0), then the image of 1
dominates E,, only for r < k unless (r,s) = (k,n), tha
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Proof. Throughout this proof, we shall use Lemma 2.6 without
specific mention.
Suppose that 7' preserves the set {A | disc(4) = 1} and

the set of Ferrers matrices (disc(4) = 0), and that for some
(r,s) # (k,n), T(Exn) 2 Ers. We consider two cases.

Case 1. >k and s <n—1 Here, let Y = [ Jrél’"} +
Epg+...+Eps 1+ Epspi+...+ Ep. Then T(Y) J E, s and
T(E,.) = Evs, 50 that T(Y) = T(Y + E.,). But, disc(Y) = 1
while disc(Y + E, ;) = 0, a contradiction.

r—1n

Case 2. r > k and s = n, Then, since { o ] is a Ferrers

tri is T [ Jr-1n But T Jr-1n JF.,, so
matrix, So 0 . 0 ) 2 Ly

by the second eqqivalent definition of a Ferrers matrix we have

that T ([ -1 ) 3 E, 1, a contradiction by Case 1 above.

O
Thus, if T(E, ) 3 E. we have that either » < k or (1, s) =
(k,n). That is T(Fr,) C [ Jk(")l’” } + Egn. B

Lemma 2.8 LetT : My, ,(B) = M, »(B) be a linear operator.
If T preserves the set {A | disc(A) = 1} and the set of Ferrers
matrices (disc(A) = 0), then T(Exn) 2 Ekn-

Proof. Let k be the first positive integer such that T(Ey,) 2
Eyrn. By Lemma 2.7, T(Ey,) C [J(kal)’”] + Ey,. Thus

if T(Exn) 2 Ekyn then T(Eg,) C [ Jk(—)l’” ] . But then, the

27



| J(k—1)n
0]

Jecin | o Jk-1)m
ofT([ kol’ | +Ek,n) ISOSIIICCT([ (kol)’ ]+Ekn) =

[ J(kg)’” } , a contradiction. |

discrepancy of + Exn is 1 while, the discrepanc;

a
S

a

Lemma 2.9 LetT : My, (B) = My, (B) be a linear operatos
If T preserves the set {A | disc(A) = 1} and the set of Ferrer
matrices (disc(A) =0), then

{(T(Ek,n) Q [ Jkél’n :l) -+ (El,]_ - Eg,l T Ek—l,l)

15 a Ferrers mairix.

Proof. Consider the matrix Z = (Ey1+Es1+. . . +Ex_11)+E;
Then T(Z) must be a matrix of discrepancy 1 and T(Z) has a
zeros in rows k, . . . ,m except the (k,n)™ entry.

Theorem 2.2 Let T : Mpun(B) = Mpyn(B) be a linear oper
tor. Then, T preserves the set {A | disc(A) = 1} and the set
Ferrers matrices (disc(A) = 0), if and only if there are matrice

By, Fs, ..., Fp in Mpp(B) such that Fo [ JOi‘l’"’ } =0 m
m—i+1,n

Fi+ (Ey1+Ey1+...+ E;_11) is a Ferrers matriz, 1 =2,...7
and such that T(E;;) = E;; for j < n, T(E1n) = Eip, @
T(E'i,’n) == Ei,n . .Fz fO’f' g = 2, SO {1

Proof.  Suppose that T preserves the set {A | disc(A) =
and the set of Ferrers matrices (disc(A4) = 0). By Lemma 2
T(E;;) = Eij for j < n. Let F; = T(E;n) 0 J’g’“ f
i =2,...,m. By Lemmas 2.7 and 2.8 T(E;,) = F; + Eix {
§ = 2,. - and T(E]_,n) = El,n- By Lemma 29, F; + (E1,1
Es1+ ...+ E;_1,) is a Ferrers matrix, 1 = 2,...m.



Now suppose there are matrices, Fy F3, ..., F, in M, ,(B)

Oi~ n
suchthathO{J ':1 ]:Oandﬂ+(E1,1‘|"E2,1+...+E-_1,1)

s g Ferrers matrix, ¢ = 2,...m, and such that T'(E;;) = Ei;
or § < 1, T(Bip) = Ein, and T(Eip) = Eipn + Fi for v =
T, .oyt BY the proof in Example 2.1 T preserves the set of
Ferrers matrices and the set of matrices of discrepancy 1. e
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