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abstract

Generative adversarial network (GAN) technology has enabled the automatic synthesis of realistic

face images from text. This paper proposes a model for generating face images from Chinese text

by integrating a text mapping module with the StyleGAN generator. The text mapping module

utilizes the CLIP model for pre-training Chinese text, employs a convolutional-inverse convolutional

structure to enhance feature extraction, and incorporates a BiLSTM model to construct complete

sentences as inputs for the StyleGAN generator. The generator interprets semantic features to gener-

ate face images. Validation on Face2Text and COCO datasets yields F1 values of 83.43% and 84.97%,

respectively, while achieving the lowest FID and FSD scores of 103.25 and 1.26. The combination

of CLIP pre-training and word-level semantic embedding improves image quality, o�ering a novel

approach for face recognition applications in public safety.

Keywords: CLIP model, Convolution-inverse convolution, BiLSTM model, StyleGAN, Text genera-

tion face

1. Introduction

The proportion of conceptual representations received by the human brain is based on di�erent

cognitive ideas, with visual information accounting for up to 87%. However, when some aspects of the

content of the information to be conveyed cannot be directly represented by visual information, they

can be described in advance by some text, and then the sentences can be converted into corresponding

images, providing visual information that matches the input description, and vice versa [20, 16].
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Thus, visual and verbal information can potentially provide complete conceptual representations by

providing complementary information through appropriate combinations and transformations. The

accelerated development of the Internet has led to dramatic changes in people's lifestyles, and the

growth of massive data, such as images and videos, has greatly satis�ed many directions of research

and greatly promoted research progress [6, 7]. However, in the process of development, crude data

image resources can no longer meet people's research needs, people with the help of "generative

model" on the image data resources already available to repeatedly learn and "create" new image

resources to meet the diversi�ed needs of the people, such as image translation, image hyperlinks,

and so on. The applications include image translation, image super-resolution, image generation,

image restoration, and so on [22, 1].

In the past few decades, signi�cant technological breakthroughs have been made in computer vision

and natural language processing. Researchers are increasingly interested in the fusion of traditional

semantic and visual information [23, 3]. For example, caption generation, visual storytelling, and

visual answering of questions. With the emergence of Generative Adversarial Networks, Text-Image

Synthesis, Layout-Guided Image Generation and Text-Guided Image Generation have received sus-

tained attention as challenging "visual + linguistic" tasks that help analyze the relationship between

textual descriptions and realistic images [5, 8]. These works have a wide range of applications in

art creation, image editing, and image retrieval. Text-image synthesis refers to the conversion of an

input text description into a real image with similar semantic information to the keywords of the

input sentence, with the aim of establishing an interpretable mapping relationship between the image

space and the text semantic space. Text-face image synthesis, as a sub�eld of text-image synthesis,

has a great potential in the �eld of public security [17, 18, 21].

Face image generation, aims to generate a face image that meets the constraints given the pre-

requisites (e.g., textual description of face features, facial keypoints, mask segmentation map, etc.)

[2]. Currently, researchers are pursuing to achieve two goals in this area. Improving the realism

of the generated face and enhancing the controllability of the target face. Among them, realism

can be interpreted as the quality and realism of the generated face; controllability is re�ected in

the degree of matching of the generated face to the conditions [12]. Text-to-face generation aims to

generate corresponding face images based on text descriptions. Currently, a multi-stage framework

is commonly used for text-to-image generation. Speci�cally, a text encoder is utilized to extract text

features from the text description, the text features are connected to the noise as the input to the

generator, and then multiple generators are used to generate images step by step [13, 15].

Text-to-face image generation (T2F) is a meaningful and interesting research area in computer

vision, aiming to generate real face images based on the input face description. In this paper, a model

architecture for Chinese text-guided face image generation is established based on two modules, the

text editor and the StyleGAN generator, and a corresponding loss function is designed to ensure the

e�ectiveness of face image generation. The CLIP model is used to pre-train the Chinese text in the

text editor, and the word-level semantic embedding model is constructed by combining the CDWE-

BiLSTM model to obtain more comprehensive semantic information of the Chinese text. This is

used as the input of StyleGAN generator, thus realizing the model construction of Chinese text to

generate face images. In order to analyze the e�ectiveness of the model, the data are analyzed in

terms of text semantic feature extraction and the e�ect of text-generated face images.
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2. Modeling Framework for Text-Generated Face Images

Text Generated Face Images as a sub�eld of Text Generated Images, like most of the other text

generated image approaches, existing T2Fs are based on a similar web framework in which a text

encoder is utilized to encode the input face description information into semantic vectors. The image

decoder then uses the semantic vectors, along with vectors randomly sampled from a particular

distribution (e.g., Gaussian distribution) after stitching, as input vectors, to ultimately generate a

photorealistic image. In this paper, the basic modeling framework for text-generated face images is

established from the text mapping module, combined with StyleGAN, aiming to improve the e�ect

of text-generated face images.

2.1. Overall framework of the model

2.1.1. Modeling framework. In order to realize text-generated face images, in this paper, a pre-

trained StyleGAN generator is used to project text descriptions into the implicit space by training

the mapper in order to improve the resolution and �delity of the generated images. The text features

are extracted by a pre-training method based on contrasting text-image pairs (CLIP) combined with

the CWDE-BiLSTM model, which makes full use of the textual information, considers �ner-grained

textual features, and mines the textual semantics more deeply, thus realizing the generation of face

images.

The network framework for cross-modal text generation of face images proposed in this paper is

shown in Figure 1, and the whole network framework is mainly composed of text mapping module and

StyleGAN generator. Among them, the text mapping module includes two parts, CLIP model and

semantic embedding. First, the text description generates hidden vectors through the text processing

network, and then the hidden variables are obtained from the de-entangled hidden vectors through

the mapping network, and the de-entangled hidden vectors are input into the StyleGAN generator to

generate the face image. In the text mapping module, convolution-inverse convolution is introduced

to enhance the extraction of text features, combined with the BiLSTMmodel to obtain more complete

text descriptions, so that the face images generated by StyleGAN are more consistent with the text

descriptions, and better face generation results are achieved.

2.1.2. Loss function. The main role of the model's loss function is to help the model to achieve

e�ective training of the data during the training process, the main StyleGAN loss function involved

in this paper, mainly including content loss, adversarial loss and structural loss. Parameters α, β are

used to control several losses with di�erent weights. The total generator loss is denoted as:

LG = Lcontent + αLadversarial + βLssim. (1)

The purpose of the content loss is both to increase the similarity of the face image to the textual

description and to increase the similarity of the face image to the textual description, and the content

loss is de�ned as the sum of these two losses. The image pixel loss is de�ned as follows:

Lcontent = Contentir + γContentvi, (2)

Contentir =
1

WH

W∑
x=1

H∑
y=1

(
Ii(x,y) − If(x,y)

)2

, (3)
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Fig. 1. Global network framework

Contentvi =
1

WH

W∑
x=1

H∑
y=1

(
Ivi(x,y) − If(x,y)

)2

, (4)

where Iir is the original image, Ivi is the face image, If is the �nal output of the generator, W and H

denote the width and height of the image, and γ is used to control the weight of pixel loss. The image

pixel loss makes the fused image consistent with the original face image in terms of pixel intensity

distribution. The quadratic L2 paradigm is chosen here due to the fact that the L2 paradigm is more

conductive and easier to train compared to the L1 paradigm.

Adversarial loss is designed for better image generation. Adversarial loss is de�ned based on the

discrimination accuracy of the discriminator i.e. logDθD (GθG (Imix)). Adversarial loss is as follows:

Ladversarial =
N∑

n=1

(
1− logDθD

(
GθG

(
Imix

)))
, (5)

where Imix denotes the face image, and logDθD (GθG (Imix)) is the probability that the discriminator

will not be able to discriminate between a real and a fake image. N is the amount of data fed into

the network each time for training.

The structural similarity metric measures the similarity of two images, which is in�uenced by three

di�erent parts: the brightness of the image, the structure of the image and the contrast of the image,

and the structural similarity is de�ned as:

SSIMX,F =
∑
x,f

2µxµf + c1
µ2
x + µ2

f + c1
.
2σxσf + c2
σ2
x + σ2

f + c2
.
σxf + c3
σxσf + c3

, (6)

where x and f refer to the original image and the generated image, respectively, and the structural

similarity between the original image x and the generated image f is represented by SSIMX,F , µx and

µf represent the mean of the original image and the generated image, σx,f represents the covariance



A Text-Free Training Method 165

of the original image and the generated image, and σx and σf represent the standard deviation of

the original image and the generated image. So, the structural similarity loss in this paper is de�ned

as:

Lssim = 2− ωaSSIMI,F − ωbSSIMV,F , (7)

where SSIMI,F and SSIMV,F represent the structural similarity between the generated image and

the original image respectively. ωa and ωb represent the di�erent weights of the parts, and the smaller

Lssim represents the higher degree of similarity between the generated image and the original image,

i.e., the better the generation e�ect.

2.2. Text mapping module

2.2.1. CLIP model. In the text mapping module, the CLIP model is mainly utilized to pre-train

the text features and use them as inputs for word-level semantic embeddings so as to better mine

the text semantic features in conjunction with the BiLSTM model.

The CLIP model used in this paper is a visual language model based on multimodal contrastive

learning, which demonstrates the potential of learning open vocabulary visual concepts.The CLIP

model is constructed with two encoders, one for images and the other for text. The image-text pairs

are �rst given, after which they are fed to the encoder of the corresponding modality. The image

encoder can be either ResNet or Visual Transformer for transforming images into feature vectors.

The text encoder can be either a continuous bag-of-words model or a Transformer, which takes a

sequence of word tokens as input to produce a vectorized representation [10].

During training, CLIP uses contrast loss to learn the joint embedding space of the two modalities.

Speci�cally, for a batch of image-text pairs, CLIP maximizes the cosine similarity of each image to

the matching text while minimizing the cosine similarity to all other mismatched texts, and computes

the loss for each text in a similar manner. After training, CLIP can be used for zero-sample image

recognition, and this powerful zero-sample inference capability gives CLIP �exibility.

Let x be an image feature generated by an image encoder, and {wi}Ki=1 be a set of embedding

vectors generated by a text encoder, where each weight vector represents a class (assuming a total of

K classes). In particular, each wi comes from a cue, e.g., "aphotoofaclass", where the "class" lexical

element is populated with the ith class name. The predicted probability can then be expressed as:

p (y |x) = exp (sim(x,wy) /τ)∑K
i=1 exp (sim(x,wi) /τ)

, (8)

where sim (·, ·) denotes the cosine similarity and τ is the learnable temperature parameter.

2.2.2. Word-level semantic embedding. In order to enhance the feature extraction capability

for textual descriptions, this paper introduces a convolutional-inverse convolutional-based word-level

semantic embedding approach (CDWE), which is an end-to-end multi-prototype word vector gener-

ation model that fuses context-speci�c and task-speci�c information to substitute for relevant gaps

[19].

The overall process of generating CDWE can be divided into four steps as follows:

(a) One-dimensional convolutional layer. One-dimensional convolution is the most used convolu-

tion in Natural Language Processing (NLP), where one of the dimensions of each convolution

kernel is the same as that of the pre-trained word vectors, and thus has only one degree of

freedom (i.e., the length of the convolution kernel). In this model the convolution kernel length
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is set to 1, i.e., the convolution parameter size is 1×H, which does not involve any interaction

function between words. Then:

sji = ReLU (ω · ei + b) . (9)

The sji in Eq. represents the semantic feature vector extracted from the ird word vector ei
by the jnd convolutional kernel in the convolutional layer, j = 0, 1, 2, . . . , N , N represent the

number of convolutional kernels, b is the bias, and the activation function of the convolutional

layer is ReLU .

(b) Pooling Layer.The CDWE generation process uses the maximum pooling operation applied to

di�erent channels, which allows the layer to capture more complex and learnable interactions

across channel information. Then:

c
[ jk ]
i = max

{
sji , s

j+1
i , . . . , sj+k−1

i

}
, (10)

where c
[ jk ]
i represents the

⌈
j
k

⌉
features extracted from the features generated by the k convolu-

tional �lter, and ⌈⌉ is an operation representing upward rounding. The maximum pooled word

vector generated by the maximum pooling layer is ĉi, i.e:

ĉi = c1i ⊕ c2i ⊕ . . .⊕ c
N
k
i , (11)

where N represents the number of convolution kernels of the convolutional layer, where N = H

in this encoder.

(c) Inverse convolution layer. The 2D deconvolution (convolution transpose) applies window size

(1,k) and step size (1,k) to the deconvolution operation. Speci�cally, the spatial resolution is

changed from ĉi ∈ RT×N/k to V d ∈ RT×N , which in turn matches the resolution up-sampling

of the inverse convolution operation, and the �nal output semantic information matrix is V ∈
RT×N×D its d = 0, 1, 2, . . . , D. D denotes the number of inverse convolution �lters, which

denotes the number of prototypes for each word, i.e., the number of alternative vectors [14].

(d) Multiple prototype selection. A word may carry di�erent meanings when it appears in di�erent

contexts. Many archetypes should be created for the word so that each archetype has a speci�c

meaning. Thus, in order to learn multiple prototypes, each word can be associated with multiple

prototypes. Training the network to distinguish the selected word vectors from each other makes

it possible to select one of the word vectors by the match of the vectors to �t a particular context

during the inference process. Then:

idxi = Argmax
j=1,2....d

(
Similarity

(
vji , ctxi

))
, (12)

vi = vidxi
i , (13)

Here idxi represents the index of the selected ind vector, i is the number of the word, i =

0, 1, 2, . . . , T ; vci is the �nal vector selected from all the D di�erent alternatives, i.e., CDWE.

ctxi represents the vector of contextual representations of the word, which is computed as:

ctxi = (ei−2 + ei−1 + ei + ei+1 + ei+2) /5. (14)

Similarity (
vji , ctxi

)
=

vji · ctxxi∥∥vji∥∥ ∥ctxi∥
. (15)
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The window approach is used in this encoder, which assumes that the meaning of a word depends

largely on the 5 words in its context when a word appears in di�erent contexts, it may have di�erent

meanings. Many prototypes should be created for the word so that each prototype ei can have a

speci�c meaning. Thus, in order to learn multiple prototypes, each word can be associated with more

than one prototype. The training network distinguishes the selected word vectors from each other

so that one of the word vectors ei is selected during the inference process by the extent to which the

vectors �t into a particular context.

2.2.3. Text encoder. Semantic Embedding Approach (CDWE) is fed into a Bidirectional Long

Short Term Memory Network Layer (BiLSTM) with 256 hidden neurons.The BiLSTM layer consists

of Forward and Backward LSTM units. The inputs to each time step of the BiLSTM layer are the

same. The BiLSTM all time steps' output vectors are concatenated and output to the image decoder

for subsequent decoding of the synthesized image.

The structure of the forward LSTM cell and the backward LSTM cell is formulated such that each

LSTM network consists of the cell state, three gates (input gate, forgetting gate, and output gate)

and the process of updating the input information at each time step t [9]. Then:

it = σ (Wi · [ht−1;xt] + bi),

ft = σ (Wf · [ht−1;xt] + bf ),

esentt = σ (Wee=0 · [ht−1;xt] + beemt),

gt = tanh (Wr · [ht−1;xt] + br),

ct = it ⊙ gt + ft ⊙ ct−1ht = esentt ⊙ tanh (ct),

(16)

where it, ft, e
sent
t represent the input gate, forgetting gate and output gate of the three gates respec-

tively, gt is the candidate value of the cell state, ct is the updated cell state at moment t, and ht is

the value of the hidden state at moment t. The output of the last hidden state of the bidirectional

LSTM network is spliced as the semantic feature vector of the whole sentence, and the �nal output

matrix of the text encoder is esent, esent ∈ R256. Sentence vector esent is connected with a segment of

noise vector that conforms to normal distribution as the input of the image decoder.

2.3. StyleGAN Generator

2.3.1. Generating Adversarial Networks.

(a) Generative Adversarial Network (GAN)

GAN combines a generative model and a discriminative model.The purpose of the generator

is to learn the distributional characteristics of the training set data, and through the input

random noise, �nally generate data with almost the same distribution as the original training

set data. The discriminator is similar to a deep neural network, its purpose is to distinguish

the truth of the input training set data from the generated data, which is equivalent to a

classi�cation model. The GAN network realizes the generation of data through the mutual

training between the generator and the discriminator [11].

The optimization function of a GAN network is a splittable max-min problem which is expressed

as:
min
G

max
D

V (D,G) = Epdata (x) [logD (x)]+Epz (z) [log (1−D (G (z)))] , (17)

where, pdata is the distribution of the real training set data, pz is the distribution of the gen-

erated data, G (z) is the data generated by the generator, D (x) is the probability that the
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discriminator discriminates the real data as true, and D (G (z)) is the probability that the

discriminator discriminates the generated data as true;

As can be seen from Eq. (17) During the training of the GAN network, the parameters of the

generator are �xed �rst, and the value of the optimization function is maximized by continuously

updating the parameters of the discriminator. Then the parameters of the discriminator are

�xed and the parameters of the generator are optimized so that the optimization function

reaches the minimum value. When the generated data distribution of the generator and the data

distribution of the original training set are equal, the output probability of the discriminator

is 0.5. According to the above confrontation analysis, since the real data is not considered in

the generator, the above equation can be split as follows:{
max
D

V (D) = Epdata [logD (x)] + Ept [log (1−D (G (z)))],

min
G

V (G) = Ept [log (1−D (G (z)))].
(18)

(b) StyleGAN

StyleGAN, as one of the models derived from GAN, follows the generator/discriminator re-

lationship of the GAN model. During each iteration, the generator and the discriminator

are essentially a pair of game relations, and the objective functions of the generator and the

discriminator are respectively:

G∗ = argmin
G

max
D

V (G,D) , (19)

D∗ = argmax
D

V (G,D) . (20)

In Style GAN, a mapping network is a neural network used to map z vectors in the latent space

to a controlled intermediate representation w of the vectors. This intermediate representation

w appears as a "style" concept throughout the layers of the generator (r) network [4].

2.3.2. StyleGAN Generator. In this paper, the output of CDWE-BiLSTM model is used as the

input of StyleGAN model as a way to realize the generation of face images.The network structure

of StyleGAN generator is shown in Figure 2. It consists of two parts, the �rst one is Mapping

network, which is a process of generating intermediate hidden variables from hidden variables, and

this intermediate hidden variable is used to control the style of the generated image. The second

one is Synthesis network, which is used to generate the image, and the innovation is that each sub-

network layer is inputted with A and B, and A is the a�ne transformation obtained by transforming

the intermediate hidden variables. The innovation is that each sub-network is fed with A and B.

A is the a�ne transform transformed by the intermediate hidden variable, which is used to control

the style of the generated image, and B is the transformed random noise, which is used to enrich

the details of the generated image, such as wrinkles and so on, that is, each convolutional layer can

adjust the "style" according to the input of A, and adjust the details via B.

The work�ow of the model is as follows:

Input the output of the CDWE-BiLSTM model, �rst convert to get a hidden code, and then

input the hidden code into the Mapping network decoupling, to get an intermediate vector, these

intermediate vectors will be subsequently passed to the generative network to get 18 control vectors,

these 18 control vectors two by two, passed into the Synthesis network of nine convolutional layers
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Fig. 2. The network structure of the StyleGAN generator

These 18 control vectors are passed in pairs to the AdaIN module of the Synthesis network, and a

scaled noise is added to each channel before each AdaIN module, and �nally a virtual face image

based on the text description is output.

(a) Mapping network: With the increase in the number of convolutional layers, the phenomenon

of feature entanglement between a large number of subsequent control vectors occurs, and

the Mapping network cleverly solves the problem of feature entanglement, and the Mapping

network consists of eight fully connected layers.

(b) Synthesis network is the core part of StyleGAN, its main role is to merge the potential vectors of

Mapping network with the noise vectors and pass the merged vectors to the generator network

to generate images.

(c) Fine-tuning. AdaIN is an important module in StyleGAN and its formula is:

AdaIN (xi, y) = ys,i
xi − µ (xi)

σ (xi)
. (21)

Expanding w by a learnable a�ne transform into a scaling factor ys,i and a deviation factor

yb,i, which will do a weighted sum with the normalized convolutional output, completes the

process of w in�uencing the original output xi at a time. By �ne-tuning the scaling factor, the

adjustment of face image information can be realized.

3. Validation of Text-Generated Face Image Models

With the development of deep convolutional technology, the application of text-driven face image

synthesis and editing in the �elds of live video broadcasting and AI attack and defense has been widely

expanded to achieve semantically consistent editing of face images. The goal of text-driven face image

generation is to generate face images through text manipulation, and face images have a wide range

of applications in various �elds, including but not limited to identity authentication, pedestrian re-

identi�cation, and security monitoring. The richness of this series of application scenarios not only
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highlights the importance of face images in social life, but also its far-reaching impact in multiple

�elds, which has become a distinctive symbol of today's digital era. This chapter focuses on the

validation of the relevant models for text-generated face images, which provides a certain foundation

for the research of text-generated face images.

3.1. Text semantic feature veri�cation

In order to verify the e�ectiveness and accuracy of the CDWE-BiLSTM text encoder in encoding

textual semantic features in the task of text-generated face images, we conducted a series of validation

experiments on two representative public datasets Face2Text, and COCO text descriptions used in

this paper, and the speci�c details of the experiments and the experimental results will be shown in

the following subsections.

3.1.1. Changes in training losses. Taking Face2Text dataset as an example, it is divided into

training set and testing set according to the ratio of 8:2. The CDWE-BiLSTM model is trained

on the training set using the gradient descent method, and the accuracy and F1 value are selected

as the evaluation indexes. After the training is completed the trained CDWE-BiLSTM model is

validated on the test set and the changes in the metrics are recorded. Figure 3 shows the changes of

the evaluation indexes of the CDWE-BiLSTM model during the training process, in which Figures

3(a)-(b) show the trends of the accuracy rate and F1 value and loss value, respectively.

As can be seen from the �gure, with the increase of the number of iterations, the training accuracy

and F1 value of the model are increasing, and when the number of iterations reaches 65 Epochs its

training accuracy and F1 value are maintained at about 85%, and the testing accuracy and F1 value

stabilizes at about 86% after 72 Epochs of iterations. This indicates that the CDWE-BiLSTM model

has been optimized for training at this time. Similarly, in the iteration of training and testing loss of

the model, it reaches the minimum value after 70 Epoch iterations, i.e., it has reached the expected

goal of model training.

Fig. 3. Changes in evaluation indicators

3.1.2. Semantic extraction performance. After the training of the CDWE-BiLSTM model is

completed, the two datasets Face2Text and COCO are taken as examples, and CNN-SVM, NLM-

RAE, ARC-I, ARC-II, AM-CNN, BRNN, Bi-CNN-MI, and BR-BiLSTM are selected as the compar-

ison models of the models in this paper, as a way to verify the CDWE- BiLSTM model is e�ective

in acquiring semantic features of text to provide reliable semantic features for text generation of

face images. Table 1 shows the comparison results of the semantic feature extraction performance of

di�erent models on two datasets.

As can be seen from the table, the performance of this paper's model on both datasets is sig-
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ni�cantly higher than the rest of the comparison models, with F1 values of 83.43% and 84.97% on

Face2Text and COCO datasets, respectively.The CNN-SVM model utilizes WordNet-based lexical

similarity metrics, which mainly employs a kind of textual entailment idea.The NLM-RAE is cal-

culated by utilizing a recursive autoencoder for computation.ARC-I is based on the twin system,

which has a convolution process trained on the paraphrasing task, but the method deals with inter-

sentence interactions at the end, i.e., two sentence vectors can interact with each other only after

they have been computed.ARC-II uses a multilayered neural network instead of a twin structure, and

the approach can deal with the individual representations that are generated through the intertwin-

ing of the two sentence forms. Although ARC-II uses cross-convolution, it is not able to deal with

mining the depth of information in a sentence. The model in this paper starts from "convolution-

inverse convolution" and combines with BiLSTM model to extract semantic features, which can not

only obtain word information, but also fully explore the sequential information in the sentence, and

thus achieve better results. computation.BRNN model utilizes word similarity information derived

from WordNet.Bi-CNN-MI method is based on paraphrase recognition and uses convolution to learn

multi-granularity sentence representation and computes interaction feature matrix at each level.BR-

BiLSTM method is to predict the target word by using all the n-grams in the window, and the

average of the �nal vector representation of all the n-grams which is the sentence vector. Compared

with other comparison methods, the CDWE-BiLSTM model proposed in this paper achieves better

results. It can be seen that the CDWE-BiLSTM model in this paper performs word-level semantic

embedding by convolution-inverse convolution method, and combines the deep model of text se-

mantic feature extraction with BiLSTM model for semantic learning, which can e�ectively enhance

the information interaction and thus enrich the semantic understanding, and it can provide reliable

semantic support of text encoding for text-to-face image generation task.

Model Face2Text COCO

ACC (%) F1 (%) ACC (%) F1 (%)

CNN-SVM 65.41 75.21 66.48 76.71

NLM-RAE 70.42 81.34 73.35 83.24

ARC-I 69.38 80.62 68.85 81.53

ARC-II 69.46 80.95 69.47 81.82

AM-CNN 73.41 81.23 72.06 83.05

BRNN 74.78 81.75 75.38 82.78

Bi-CNN-MI 72.34 81.49 73.47 82.64

BR-BiLSTM 72.66 80.36 73.92 81.53

Ours 75.98 83.43 78.65 84.97

Table 1. Semantic feature extraction performance comparison results

3.1.3. Parameter sensitivity. Di�erent parameters in the CDWE-BiLSTM model may have an

impact on the semantic perceptual ability of the text encoder, making the semantic features extracted

by the model ine�ective in providing reliable semantic descriptions for the task of text generation

of face images. In this regard, the parameter sensitivity of the CDWE-BiLSTM model is explored

in the middle of this section, and the experiment will explore the sensitivity of the model from four

parts: the number of layers, the sliding window size, the learning rate and the Dropout ratio. Figure

4 shows the validation results of the parameter sensitivity of the model, where Figures 4(a)-(d) shows
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the validation results of the number of graph layers, sliding window size, learning rate and Dropout

ratio, respectively.

Fig. 4. Validation results of parameter sensitivity

(a) Graph layers represent the number of layers of the CDWE-BiLSTM model, and it can be

seen from the �gure that as the number of layers of the CDWE-BiLSTM model changes, the

accuracy of the model on di�erent datasets is di�erent. When Graph layers are equal to 2, the

model performs best on Face2Text dataset (73.64%) and when Graph layers are equal to 3, the

model performs best on COCO dataset (72.13%). This indicates that as the number of layers

increases, the nodes can obtain more information about their neighbors, but due to the limited

learning ability of the nodes, the test accuracy starts to decrease when the number of layers

reaches a certain value.

(b) Window size indicates the sliding window size, and the performance of the CDWE-BiLSTM

model is di�erent for di�erent window sizes. From the �gure, it can be seen that with the

increase of Window size, the test accuracy of the model on Face2Text and COCO dataset

increases accordingly, and when the test accuracy reaches the peak (75.78%, 74.94%), the

model performance also begins to decline, which indicates that the model's performance is also

a�ected by the Window size.

(c) Under the in�uence of di�erent Learning rate, the CDWE-BiLSTM model learns more and

more semantic information as the learning rate increases. If there is no early assignment, the

model will reach the �tting point earlier, which a�ects the actual performance of the model.

(d) On Face2Text and COCO datasets, di�erent Dropout values a�ect the accuracy of the model.The

increase of Dropout value is similar to the trend of the learning rate.In the experiments of the

model, the model has the best performance on the two datasets when the Dropout value is 0.4,

and its accuracy is 72.19% and 73.25%, respectively.

In summary, when using the CDWE-BiLSTM model for the text editor for text generation of face

images, when the Graph layers of the CDWE-BiLSTM model are set to 2 or 3 layers, Window size is

set to 2, Learning rate is set to 0.01, and the Dropout ratio is set to 0.4, we can Obtaining the optimal

text semantic perception capability allows the model to deeply acquire the relevant information of

the text description, providing reliable text semantic support for the accurate generation of text-

generated face images task.
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3.2. Text generated face image analysis

3.2.1. Comparison of generation performance. Text-guided face image generation usually

evaluates the model based on objective evaluation criteria. In this section, the evaluation will be

done in terms of quality of generated face images, semantic consistency of face images and text

descriptions, and similarity between face images and real images. In this paper, FID is used to

evaluate the quality of generated face images, R-PRE is used to evaluate the semantic consistency

of face images and text descriptions, and Face Similarity Score (FSS) and Face Similarity Distance

(FSD) are used to evaluate the similarity between face images and real images.

In this paper, Multi-Modal CelebA and CelebAText are selected as the experimental dataset,

and gradient descent and CLIP models are used to pre-train the model for text-guided face image

generation, and the e�ect of the model on the generation of face images is evaluated after the training

is completed. StackGAN++, AttnGAN, MirrorGAN, ControlGAN, and DFGAN are mainly selected

as the comparison models, and the comparative results of the performance of di�erent methods for

generating face images on Multi-Modal CelebA and CelebAText datasets are obtained as shown in

Table 2.

Model FID↓ FSD↓ FSS↑ R-PRE ↑
Multi-Modal CelebA

StackGAN++ 136.42 1.51 0.35 -

AttnGAN 126.94 1.42 0.42 46.35%

MirrorGAN 122.37 1.38 0.46 51.48%

ControlGAN 115.38 1.37 0.53 53.27%

DFGAN 136.74 1.59 0.46 43.51%

Ours 103.25 1.26 0.57 59.69%

CelebAText

StackGAN++ 140.14 1.79 0.25 -

AttnGAN 129.81 1.63 0.33 42.43

MirrorGAN 119.39 1.54 0.41 48.95

ControlGAN 107.92 1.38 0.53 53.24

DFGAN 141.53 1.51 0.38 40.17

Ours 98.35 1.22 0.59 60.48

Table 2. The results of the performance comparison of face image

From the table, it can be seen that the text-generated face image model proposed in this paper

achieves the lowest FID and FSD on the Multi-Modal CelebA dataset with the values of 103.25 and

1.26 respectively, as well as the highest FSS and R-PRE with the values of 0.57 and 59.69% respec-

tively. This indicates that the text-generated face image model proposed in this paper outperforms

the comparison methods in terms of the quality of the generated face image, the semantic consistency

of the face image and the text description, and the similarity with the real image, which validates

the e�ectiveness of the model in this paper. Among them, compared with ControlGAN, which is the

best performer among the comparison methods, this paper's model reduces 12.13 in the FSD index,

improves 0.04 in the FSS index, and improves 6.42% in the R-PRE index. This indicates that the

face images generated by this paper's model are closer to the real images, as well as the semantic

consistency between the textual descriptions and the face images is also higher. In addition, although
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the method in this chapter achieves the best results on two evaluation metrics, Face Similarity Score

(FSS) and Face Similarity Distance (FSD), there is still a certain gap between the generated face

images and the real images, which is due to the fact that there is a certain degree of randomness in

the generation process, and it is impossible for the generated face images to be completely identical

to the real images.

In addition, in the results of the comparison experiments on the CelebAText dataset, when the

text description becomes more complex and �ne-grained, the performance of StackGAN++, At-

tnGAN, MirrorGAN, and DFGAN degrades to varying degrees, which is due to the inability of their

discriminators to provide the generator with �ne-grained training feedbacks, which leads to the de-

terioration in the robustness of the generator. Since the ControlGAN method proposes a word-level

discriminator, its performance on the CelebAText dataset is somewhat improved, but the word-level

discriminator of the method ignores the word information within the textual features, which makes

the generator unable to establish an accurate connection between the face attributes and words,

and thus its performance improvement is very limited. The model in this paper outperforms the

ControlGAN method on the CelebAText dataset, while the performance is also improved. This is

because this paper combines the convolution-inverse convolution method with BiLSTM to deeply

mine the text semantic information as a way to realize the construction of the text encoder, and the

resulting CDWE-BiLSTM model can establish an accurate connection between each word and the

face attributes, which makes the generator robust, and the generator's performance will not degrade

even if the text description becomes more complex and abstract.

3.2.2. Ablation experiments. In order to demonstrate the e�ectiveness of the CDWE, BiLSTM

model, and StyleGAN model proposed in this paper, ablation experiments are conducted on Multi-

Modal CelebA and CelebAText datasets. A total of four sets of component ablation experiments

are set up for the baseline model, +CDWE, +BiLSTM, and +StyleGAN, respectively, and the base

model is set up as the GAN model. Table 3 shows the comparison results of the ablation experiments.

As can be seen from the table, adding convolution-inverse convolution, BiLSTM model, and Style-

GAN model to the original GAN model have positive moderating e�ects on the face image generation

results, and adding the corresponding modules to both datasets respectively can e�ectively improve

the FID, FSS, and R-PRE scores. On the Multi-Modal CelebA dataset, if only CDWE is added, the

FSS score of the baseline model increases from 0.33 to 0.42, the FID score decreases from 163.51 to

151.28, and the R-PRE score improves from 52.18% to 53.24%. If only the BiLSTM model is aug-

mented at the baseline model, the baseline model FSS score grows to 0.49, the FID score decreases

to 128.24, and the R-PRE score improves to 54.39%. If the baseline model is improved to StyleGAN

model, the baseline model FSS score grows to 0.48, FID score decreases to 128.24, and R-PRE score

improves to 53.95%. Ultimately combining the three modules gives the best results of the method in

this paper and proves the e�ectiveness of the method in the paper, combining the CDWE-BiLSTM

model with the StyleGAN model can realize the text generation face task.

3.2.3. Realism for di�erent sample sizes. In order to further investigate the realism of

face images generated by this model, we set up the following experiments. Using the FID score

as a qualitative analysis index, 5000∼40000 face images are extracted from the original database

respectively, and the text label and key point of each image are marked, and the same number of

virtual face images are generated using this label and key point as input. Then the FID metrics

of real image data and virtual image data are calculated separately, from which the approximation
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Model Multi-Modal CelebA CelebAText

FID↓ FSS↑ R-PRE ↑ FID↓ FSS↑
GAN 163.51 0.33 52.18% 175.35 0.31

+CDWE 151.28 0.42 53.24% 163.24 0.38

+BiLSTM 128.24 0.49 54.39% 139.71 0.42

+StyleGAN 129.43 0.48 53.95% 133.48 0.41

+CDWE +BiLSTM 114.85 0.44 55.98% 119.24 0.36

+CDWE+StyleGAN 112.64 0.53 56.46% 115.38 0.48

+BiLSTM+StyleGAN 108.51 0.51 57.13% 110.63 0.47

+CDWE+BiLSTM+StyleGAN 103.25 0.57 59.69% 98.35 0.59

Table 3. The comparison of ablation experiment

between the distribution of generated face images and the real distribution is evaluated. Table 4

shows the results of the realism exploration experiments under di�erent sample numbers.

For the case of data volume of 5000∼40000, it can be seen that the virtual data distribution

matches the real data distribution by more than 95%. This fully demonstrates that the face images

generated by the model already have a high degree of realism and authenticity, which further veri�es

the superiority of the model in this paper.

Sample size FID-Truth FID-Virtual Matching degree (%)

5000 58.37 59.57 97.99%

10000 59.42 61.68 96.34%

15000 54.65 56.91 96.03%

20000 63.16 64.54 97.86%

25000 48.95 51.39 95.25%

30000 57.51 59.13 97.26%

35000 61.64 63.66 96.83%

40000 48.83 50.05 97.56%

Table 4. The truth explores the results of the experiment

4. Conclusion

In this paper, a text-generated face image model combining a text encoder with CDWE-BiLSTM

model and StyleGAN generator is proposed, and pre-training is carried out using CLIP model. And

the validation analysis is carried out for the e�ectiveness of the model, and the conclusions are as

follows:

(a) In word-level semantic embedding using the CDWE-BiLSTM model, the test accuracy and F1

value are stabilized at around 86% after 72 Epoch iterations, and the F1 values on the Face2Text

and COCO datasets are 83.43% and 84.97%, respectively. The use of convolution-inverse

convolution for deep parsing of text descriptions, combined with BiLSTM model acquisition

to achieve semantic perception, which is used as the input to the text generation face image

model, can better help the model to understand the semantic information of the text, so as to

generate face images that are more consistent with the text description.
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(b) On the Multi-Modal CelebA dataset, the FID and FSD of the text-generated face image model

in this paper have the lowest values of 103.25 and 1.26, and the highest values of 0.57 and 59.69%

for the FSS and R-PRE, respectively. The ablation experiment veri�es the e�ectiveness of the

CDWE-BiLSTM model in the text editor for the model to realize semantic perception, and

provides an accurate and e�cient semantic feature representation method to enhance the e�ect

of text-generated face images, so as to generate more realistic face images.
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