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abstract

Criminal evidence serves as the foundation for criminal proceedings, with evidence used to ascertain

the facts of cases being critical to achieving fairness and justice. This study explores the application

of digital information technology in building a data resource base for criminal cases, formulating

standard evidence guideline rules, and optimizing evidence veri�cation procedures. A named entity

recognition model based on the SVM-BiLSTM-CRF framework is proposed, coupled with an evidence

relationship extraction model using the Transformer framework to improve evidence information

extraction through sequential features and global feature capturing. Results show that the F1 value

for entity recognition in criminal cases reaches 94.19%, and the evidence extraction model achieves an

F1 value of 81.83% on the CAIL-A dataset. These results are utilized to construct evidence guidelines,

helping case handlers increase case resolution rates to approximately 99%. The application of digital

technology enhances evidence collection e�ciency, accelerates case closures, and o�ers a pathway to

improving judicial credibility.

Keywords: SVM-BiLSTM-CRF model, Transformer model, Entity relationship extraction, Named

entity recognition, Criminal case

1. Introduction

Throughout the history of the development of judicial proof methods, mankind has successively

experienced the era of "divine evidence" based on divine evidence, the era of "human evidence"

based on interrogation and interrogation, and the era of "physical evidence" based on scienti�c proof

[17, 13]. With the advent of the digital era, digital evidence has rapidly penetrated into a variety of

judicial proof activities, is a powerful in�uence and promote the development and change of judicial
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proof method. We are entering the information to prove the main "digital evidence" era [19, 8].

Accurate de�nition of digital evidence is the starting point for the study of digital evidence, which

is the main type of electronic evidence. At present, some domestic literature on electronic evidence,

there are two representative views. The �rst point of view will be electronic evidence and computer

evidence concept of equivalence, and de�ned as, in the computer or computer system operation

process to record the contents of the case to prove the facts of the electromagnetic recordings,

also known as computer evidence [4, 10]. The second point of view is a broad de�nition method,

if from the perspective of evidence is too broad. By the electronic form of material transformed

into subsidiary material that is derived (such as computer printouts), not included in the scope of

electronic evidence, only as electronic evidence of a way of manifestation. This clearly points out

that the object of electronic evidence is to prove the role of electronic data and information, the

process of evidence is to obtain, analyze electronic data and information process [12, 6, 11].

At present, China's reference to digital evidence is not common, but the existence of electronic

data and information in the form of two, analog and digital, and the two can be converted to each

other [2, 18]. Therefore, electronic evidence can be divided into digital evidence and analog evidence.

Analog signal has continuity, its content once the clip changes, easier to identify. The digital signal

is discrete, its content is not easy to leave traces after the change, di�cult to identify [20]. Di�erent

technical basis for digital evidence and analog evidence of the huge di�erence between. With the

development of digital technology, digital form of information will occupy a dominant position in

social life, digital evidence will be more and more important. Computer is the most important kind

of digital equipment, and digital evidence includes computer evidence [14, 5].

After the revision of the criminal procedure law in 2012, in article 48 will be "electronic data" and

"audio-visual materials" side by side, together as the eighth type of evidence to be stipulated, the

independent legal status of electronic data can be established. After the electronic data become a

kind of independent evidence, convenient for the judicial practice of its use, but due to the electronic

data and other types of evidence of di�erent classi�cation standards, especially with the documentary

evidence, audio-visual materials and physical evidence, there is a certain degree of cross overlap, in

China's system of classi�cation of evidence has caused a certain degree of confusion [16, 3].

The performance of digital information technology in criminal evidence review judgment is very

bright, but con�ned to the technology and criminal justice and other aspects of the speci�city of

the limitations, technology in the criminal evidence chain review judgment in the application of the

dilemma. In this paper, we start from the application of evidence chain in criminal cases empowered

by digital information technology, relying on digital technology to establish a data resource base

for criminal cases, optimize the evidence veri�cation idiom in criminal cases, and reconstruct the

evidence standard guideline rules. On this basis, the SVM model is used to extract the evidence

feature vectors of criminal cases, which is used as the input of BiLSTM-CRF model to realize the

recognition of named entities in criminal cases. Combining the recognition results with the evidence

framework of criminal cases, the information extraction model of criminal case evidence entities based

on the Transformer model is designed, and the validation analysis is carried out for the e�ectiveness

of the above types of models.
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2. Evidence in Criminal Cases Supported by Digital Information

Technology

The development of digital information technology has had a broad and profound impact on social

life, and the legal �eld is no exception. And with the reform of the criminal justice system, digital

information technology has also begun to in�uence and apply to the examination and judgment of

criminal evidence, which is a kind of deep innovation of "science and technology + law + reason".

The examination and judgment of the evidence chain in criminal cases is a very important link in

criminal proceedings, and plays a key role in the formation of the judgment of the case. Once the

chain of evidence review judgment deviation, the factual determination will certainly also appear

deviation. Therefore, not only to the individual evidence for evidence and proof of the review, but

also to the whole case of evidence for a comprehensive review and judgment, and strive to make

conclusive conclusions, otherwise, shall not be determined the facts of the case. Therefore, digital

information technology as an emerging technology, the use of the chain of evidence in criminal cases

in the examination and judgment, to the chain of evidence in criminal cases review judgment has

brought new opportunities and challenges.

2.1. Evidence and digital repositories in criminal cases

2.1.1. Judgment of evidence in digital criminal cases. Whether digital information technol-

ogy can be applied in the �eld of judging the chain of evidence in criminal cases depends mainly on

whether it is possible to depart from the standard of evidence to guide the norms. Digital informa-

tion technology can only realize the intelligent operation of the evidence judgment on the basis of

the evidence type is determined and standardized. If for di�erent cases, the same kind of evidence

standards and norms are not the same, then digital information technology will not have an estab-

lished standard to learn and judge the same evidence of proof and proof content, so that it can not

realize the chain of evidence in criminal cases of intelligent construction and review role. Therefore,

for the combination of digital information technology and the chain of evidence in criminal cases, the

introduction of a set of standard guidelines for evidence is a particularly important factor.

In judicial practice, we can see that for di�erent cases, the collection of evidence and evidence cita-

tion standards and norms have a certain pattern. Di�erent murder cases can be broadly categorized

into the following types, namely, cases in which there are traces left at the scene, cases in which there

are eyewitnesses at the scene, cases in which the criminals have confessed to the crime, and cases in

which no one has confessed to the crime. And the evidence of these types of cases have similarity

and regularity, if the evidence standards involved in these four types of cases can be standardized,

�xed and standardized, then according to the standard guidelines of these evidence, can be roughly

concluded whether the evidence of a particular case has reached the full e�ect. Commonality level,

all the legal evidence needs to be able to form a complete and clear chain of evidence, and can be

consistent with the facts identi�ed, evidence and evidence, evidence and facts can match each other.

From the level of di�erences in the structure of the evidence, the structure of the evidence of di�erent

cases are more or less a certain gap, this di�erence is mainly re�ected in the form of evidence.

2.1.2. Data repository for criminal cases. Based on digital information technology and com-

bining various types of technology to establish a criminal case data resource base, its purpose is to

provide reliable data support for the creation of the evidence chain of criminal cases, and to assist
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the case handlers with case-like information to better clarify the evidence of criminal cases, so as to

obtain a complete evidence chain of criminal cases. The construction content of the criminal case

data resource base is shown in Figure 1, which mainly contains a library of evidence standards, a

database of issues, a library of case information, a library of case characteristics, a library of elec-

tronic �les, a library of judicial documents, a library of cases, a library of judicial interpretations of

laws and regulations, and a library of case-handling operational documents.

Fig. 1. Criminal case data repository construction

In the process of promoting the reform of the trial-centered litigation system, it has established

a sound data resource base for criminal cases, integrating six sub-databases, including the evidence

standard library, the electronic �le library, the case library (including Supreme Court gazetted cases

and guiding cases), the adjudicative documents library, the laws and regulations judicial interpreta-

tion library, and the case-handling operational documents library, and has shared the information

resources of criminal cases with the public security and procuratorate, so as to provide the appli-

cation of digital information technology with The department also shares information resources on

criminal cases with the Public Security Bureau and the Procuratorate, providing strong information

and data resource support and guarantee for the application of digital information technology.

2.2. Evidentiary standards and checking procedures in criminal cases

2.2.1. Guidelines on standards of evidence in criminal cases. In the process of applying

digital information technology to the construction of the chain of evidence in criminal cases, it is

necessary to characterize the standard of evidence in criminal cases and the standard of evidence in

similar cases, with the aim of explaining what evidence needs to be collected to construct a complete

chain of evidence in di�erent types of cases through the standard of evidence, and enhancing the

reliability of the chain of evidence in criminal cases. At this time, the importance of criminal case

evidence standard guidelines are self-evident, and the construction process of evidence standard

guidelines are as follows:

(a) Categorize criminal cases according to the charges. For criminal cases involving common crimes

in the case of its evidence standards as the focus of the construction, through the di�erent types

of cases to form a complete and closed chain of evidence required elements linked together to

complete the construction of a uni�ed standard of evidence.

(b) On the basis of the classi�cation of cases, according to the di�erent characteristics of each stage



Legal Impact of Digital Information Technology 107

of the litigation to re�ne the development of the �ling of the case, the end of investigation,

prosecution, trial and other stages of the implementation of speci�c standards.

(c) The formed evidence standard "structural transformation". Formed by the above two steps

of the uni�ed evidence standard material mostly belongs to the computer can not identify,

perceive the unstructured text, and therefore the need for natural speech processing analysis

technology will be transformed into a computer can handle the structured data. Through such

a way of conversion, the evidence standard material can be e�ciently run in the computer

under the processing of the formation of data for di�erent types of cases of uniform evidence

standards.

The standards resulting from these three steps will be embedded in a digital information technology-

supported framework for intelligent case handling, which will play an expected role in advancing the

goals of the reform of the criminal procedure system and the realization of standard guidelines for

criminal cases.

2.2.2. Procedures for veri�cation of evidence in criminal cases. Based on the criminal case

data resource base and the guidelines on evidence standards, it assists case handlers in realizing

e�cient sorting of evidence in criminal cases, and the intelligent assisted case handling framework

can realize e�cient veri�cation of evidence in criminal cases. The evidence veri�cation and analysis

process relying on digital information technology has the advantages of objectivity and leaving traces

throughout the entire process, strengthening the leading role of judicial personnel from the opposite

direction, and practicing the goal of assisting the administration of justice through digital information

technology.

The same litigation stage within the evidence veri�cation program selection process shown in Figure

2. For the evidence calibration process of judgment bias problems, can be set in the operating system

of the case o�cer's easy access to the program, giving the judicial personnel two types of procedural

options to be resolved. First, the testing procedures between di�erent litigation processes across,

by the case o�cer to submit the relevant evidence materials and materials description, the system

to make a mark after the direct transmission to the next litigation stage of the veri�cation process.

Second, the same litigation stage of the evidence veri�cation process across. For the evidence based

on ordinary veri�cation process can not successfully enter the next veri�cation stage of the evidence

material, can give the case o�cer test program options, by the case o�cer discretionary treatment.

If the case o�cer believes that the need to supplement the material, can be based on the system

prompts additional collection of evidence materials. If the case o�cer with their own experience and

judgment, that the case requires all the materials collected in the case, you can directly choose to

enter the next stage.

3. Intelligent Extraction Modeling of Evidence in Criminal Cases

The review of evidence is the core of criminal case processing, directly determines the realization of

judicial justice or not. The use of digital information technology for cracking criminal wrongdoing

provides a new choice of path, the use of digital information technology can solve the problem of

criminal cases in various regions of the application of evidence standards confusion, can be found in a

timely manner in the quali�cation of evidence, the evidence of ability, forcing the standardization of

evidence collection procedures, from the source to prevent the occurrence of wrongdoing. Combining
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Fig. 2. The criminal case veri�cation procedure

digital information technology with the review of evidence in criminal cases can also alleviate the

pressure of "too many cases, too few people" that currently exists in the courts, and solve the problem

of irregularities in case-handling procedures.

3.1. Named entity identi�cation of evidence in criminal cases

3.1.1. Support vector machines. Based on the criminal case adjudication documents in the

criminal case data repository, the named entity recognition of criminal cases helps the case handlers

to better analyze the relevant chain of evidence of criminal cases. In order to better realize the named

entity recognition of criminal cases, this paper screens criminal case adjudication documents in the

input part.

Support Vector Machine (SVM) is a classical two-class classi�cation algorithm, which �nds a

segmentation hyperplane with better robustness, so it is widely used on many tasks and shows

strong advantages. Therefore this method is used in this chapter to incorporate features for model

inputs [9].

Firstly, the content of the body of the adjudication document as a corpus is processed by using

a word segmentation tool, and for the word embedding part we choose the TF-IDF method to get

the word vector {w1, w2 . . . wn}, where n is the feature dimension of the dataset. A sentence Si of

length m in Si = {w′
1, w

′
2 . . . w

′
m}, processed to get the feature vector {x′

1, x
′
2 . . . x

′
n}. In this paper,

we use the kernel function method, the kernel function implicitly maps the samples from the original

feature space to a higher dimensional space, and solves the linear indivisibility problem in the original

feature space. For example, in a transformed feature space ϕ, the decision function of the support

vector machine is:
f (x) = sgn

(
wTϕ (x) + b

)
,

= sgn

(
N∑

n=1

λny
(n)K

(
x(n), x

)
+ b

)
,

(1)

where K (x, z) = ϕ (x)T ϕ (z) is the kernel function. The feature vectors are used as inputs to the

model along with the label yi.

The feature input part of the criminal case adjudication documents is �rst converted into corre-

sponding word vectors by querying the word vector table, and then input into SVM for judgment.

If it does not contain feature entities, all the words are labeled as O. Otherwise, the corresponding
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character vector sequences are obtained by querying the character vector table, and these character

vector sequences are input into BiLSTM for entity recognition. Finally the CRF module processes

the output of BiLSTM to derive an optimal labeling sequence.

3.1.2. BiLSTM+CRF modeling. After using SVM to classify the vector features of the adju-

dication documents, this paper takes them as the input of the BiLSTM-CRF model, obtains the

named entities of criminal cases through the BiLSTM model, and inputs them into the CRF layer

in order to obtain the optimal sequences that conform to the characteristics of criminal cases, which

helps the case handlers to better grasp the data related to the chain of evidence of a certain criminal

case [7].

Figure 3 shows the structure of BiLSTM-CRF model, which is mainly divided into word vector

input layer, BiLSTM layer and CRF layer. The main process of the experiment is to input the

word vector sequence �rst, followed by feature extraction through the BiLSTM layer, so as to get

the probability of each word on each label, and �nally use the CRF layer to constrain the di�erent

combinations, and �nally get the optimal label sequence.The main role of the CRF layer is to add

constraints between the predicted labels, so as to make the number of invalid predicted labels greatly

reduced, and the task of named entity recognition achieve better results.

Fig. 3. The model structure of the BiLSTM-CRF

The transfer matrix is one of the parameters of the BiLSTM-CRF model, which serves to correct,

i.e., set constraints on, the �ring scores output by the BiLSTM layer, where the value of each term

is called the transfer score. The initial values of the transfer matrix are randomly generated and

continuously updated with subsequent training to �nally obtain a best result.

After the BiLSTM and CRF layers, the scoring for the �nal sequence consists of two parts. Namely:

socre (X, y) =
n∑

i=1

Pi,yi +
n+1∑
i=1

Ayi−1,yi , (2)

where X is the sequence being scored and before the plus sign is the BiLSTM �ring score, where Pi,yi

denotes the �ring score of the yith label in the ird word vector. After the plus sign is the transfer

score of the CRF layer, where Ayi−1,yi denotes the score of the yi−1th label to the yith label. Thus,

although the �ring score of a label is high, if the transfer score is low, it will pull down the �nal

score, making the probability of that label much lower.
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After calculating the score for each possible sequence, it is normalized using SoftMax. Then:

p (y |X ) =
esocre(X,y)∑

ỹ∈Y(x)

esocre(X,ỹ)
, (3)

where Y(x) represents all possible labeling sequences.

Maximizing the likelihood probability is used during model training, here the log-likelihood is used

and the result is:

log (p (y |X )) = log

(
esocre(X,y)∑

ỹ∈Y(x)

esocre(X,ỹ)

)
= socre (X, y)− log

( ∑
ỹ∈Y(x)

esocre(X,ỹ)

)
. (4)

Finally, the optimal labeled sequence is derived using Viterbi decoding in the prediction stage,

which results in:

y∗ = arg max
ỹ∈Y(x)

socre (X, ỹ) . (5)

The BiLSTM-CRF model combined with SVM is used in the task of named entity recognition

in criminal cases, which fully integrates a little bit of feature engineering and deep learning, and is

able to e�ectively analyze the contextual information of the adjudication documents of the criminal

cases, which greatly improves the accuracy of the task of named entity recognition in criminal cases.

Through the named entity recognition, it helps the case handler to accurately grasp the development

of the relevant evidence chain of the criminal case, and also provides accurate recognition results for

accurately extracting the key information in the criminal case.

3.2. Intelligent Evidence Extraction Model for Criminal Cases

3.2.1. Evidentiary framework for criminal cases. The creation of a framework for evidence

in criminal cases is essentially a categorization of events in the text of a criminal case. By dividing

sentences describing di�erent events into di�erent stages and sorting them, i.e., a EF contains n

stages, i.e., EF = {Si|0 ≤ i < n}, the stages in the framework are sorted according to Si from

smallest to largest.

Based on the above method a framework of evidence for a criminal case can be obtained. Therefore,

the core of the algorithm can be divided into two stages, one is to determine the stages in the evidence

framework of a criminal case, and the other is to train the classi�er to classify the sentences in the

text of a particular criminal case decision into di�erent stages.

A good evidence framework for criminal cases should ful�ll the following four characteristics:

(a) Temporal consistency

The times in events in the same phase remain continuous and the timelines between phases

have clear demarcations. Let S1 and S2 denote the two stages in EF , ES1 denote the set of α

in S1, ES2 denote the set of α in S2, and T denote the time of the event, then:

If ∃ α1 ∈ ES1, ∃ α2 ∈ ES2, such that α1.E.T < α2.E.T , then ∀ αi ∈ ES1, ∀ αj ∈ ES2, both

satisfy αi.E.T < αj.E.T .

(b) Completeness

The stages in the event framework are to contain the activities of any process. Let Sα denote

the stage that contains activity α, and Pk ∈ EFk, then they are satis�ed:

If α ∈ Pk, then Sα ∈ EFk, |{S |S ∈ EFk}| ≥ |{Sα |α ∈ Pk}|.
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(c) Brevity

The event framework should be as concise as possible while satisfying completeness, since noise

is often present in process texts. Let PT denote the set of all events in a particular process

text, Pk ∈ PT ; ENk denote the set of noise, ENk ∈ PT , then they satisfy:

αi ∈ EN ifαi ∈ PT andαi /∈ SEQi , |{α |α ∈ PT}| = |{α |α ∈ PK}|+ |α |α ∈ EN |

.

(d) Minimum availability

When establishing an evidence framework for criminal cases, the reason for establishing the

framework should be fully considered, and the one with the largest granularity should be chosen

as long as it can be used.

After determining the stages of the criminal case evidence framework, the classi�er needs to be

trained to categorize the long sentences in the text of a particular criminal case into di�erent

stages.

Classi�cation targets include stages St, id and noise. Let Y denote the target label of the

classi�er, then Y is satis�ed:

Y = {St · id |St ∈ EF} ∪ {Noise} , (6)

|Y | = |{St · id |St ∈ EF}|+ 1. (7)

This step is essentially a simple text categorization task, so in this paper, TextCNN is chosen

for criminal case text-based niang and after full connectivity and SoftMax outputs the results,

the output of which is a probability distribution over di�erent labels. The loss function is

calculated as follows:

loss = −
∑
i

(yi log (yi′) + (1− yi) log (1− yi′)) , (8)

where y′ is the output after SoftMax.

3.2.2. Extraction of relationships between evidentiary entities. Based on the recognition

results of the named entities of criminal cases and the classi�cation results of the evidence framework

obtained in the previous paper, this paper proposes a Transformer inter-entity relationship extraction

model based on multiple embeddings, which is applied to the extraction of entity information of

criminal cases, to further enhance the ability of the case handlers in the collection of evidence of

criminal cases [1].

Figure 4 shows the structure of Transformer inter-entity relationship extraction model based on

multiple embedding. It mainly contains four parts, i.e., the input part is the multiple embedding

of character sequences and word sequences, and the encoding part uses the Transformer module to

encode the output vectors of the input part. The decoding part splices the output vectors obtained in

the encoding part with the embedding vectors of the word sequences and passes them to the Trans-

former module for decoding, and an improved attention mechanism is added after the Transformer

module to fully utilize the global information of the feature vectors, and the output part uses CRF to

obtain the optimal output sequences and complete the extraction of entities of evidence of criminal

cases.
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Fig. 4. Interphysical relationship extraction model structure

(a) Sequence feature fusion module based on multiple embedding

For the input character sequence Xi = [x1, x2, x3, x4, . . . , xn], after Word2vec embedding into

hi vectors, the embedding is for the basic embedding representation of the input sequence,

many features of the input sequence can not be obtained, so the input sequence will be passed

into the convolutional neural network for capturing local features. The speci�c formula is as

follows:

hci = Dropout (Xi) , (9)

hci = CNN (hci) , (10)

hci = Relu (hci) , (11)

hci = Pool (hci) , (12)

hci = Linear (hci) , (13)

hci = Dropout (hci) . (14)

Convolutional neural networks can capture features at di�erent scales of the input sequence

due to the presence of convolutional kernels, i.e., they can capture the local information of the

input sequence. In addition, since neither Word2vec nor convolutional neural networks take

into account the in�ectional order information of the input sequence, the input sequence is

passed into the recurrent neural network. Then:

hw1 = Dropout (Xi) , (15)

hwi = BiLSTM (hwi) , (16)

hwi = Relh (hwi) , (17)

hwi = Pool (hwi) , (18)

hwi = Dropout (hwi) . (19)
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Bi-LSTM network, due to the bidirectionality of its structure, for the input character sequences

and word sequences, can fully take into account their in�ectional information, and the utiliza-

tion of the information of the preceding and following texts is more adequate. The �nal input

vectors are spliced with the embedding vectors of Word2vec, convolutional neural network and

recurrent neural network, so that the input vectors can be obtained by fully integrating the

multiple features of the input sequences, and the speci�c representation is as follows:

hi = Concat (hi, hci, hwi) . (20)

(b) Global feature capture module based on attention mechanism

The attention mechanism is introduced in the Transformer module to give di�erent weights to

di�erent sentences depending on their relevance to the relation, to reduce the in�uence of noise

data and to improve the performance of the relation extraction model. The computational

process of the sentence attention mechanism layer is as follows:

Calculate the attention score [15]. Assuming that the number of sentences in the sentence set

bag of co-entity pairs is k, the match ei between sentence feature vector si and relation label r

is computed as:

ei = siAr. (21)

The attention score is then calculated as:

αi =
exp (ei)∑

k

exp (ek)
. (22)

Calculate the feature vector of the entity pair g. The feature vector g of the entity pair is the

vector that incorporates all the sentence features in the bag of the entity pair, which is essentially

the weighted sum of all the sentence feature vectors. Assuming that the weights are each sentence's

Attention Mechanism Score αi, the feature vector g for that entity pair is computed as:

g =
∑
i

αisi. (23)

In the process of calculating the attention score, it can be found that the calculation of the attention

score relies on the relation label vector, when the Transformer model is trained, the relation labels

corresponding to the bag are used, but when the Transformer model is tested, the bag has no relation

labels. For this problem, the solution of Transformer model is to traverse all the relations, and then

get the probability distribution of a certain relation for the relation, and select the maximum value

as the probability of the relation.

4. Application of Digital Information Technology in the Chain of

Evidence in Criminal Cases

Evidence review judgment and determination in criminal justice activities in the core position, the

relationship between the direction of the case, the focus on evidence review in line with the direction

of trial-centered reform of the criminal procedure system. The application of digital information

technology in the criminal �eld can help the case handler to accurately characterize the case, making
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the direction of the evidence and the means of investigation more targeted to enhance the quality

of the case. This chapter mainly focuses on the e�ectiveness of the previously proposed model

of naming entity identi�cation and relationship extraction of evidence in criminal cases, aiming to

provide reference for case handlers to provide more diversi�ed ways of evidence chain collection.

4.1. Criminal Case Data Set Construction

4.1.1. Sources of data on criminal cases. Because there is a lot of personal privacy information

in criminal cases, and there are very limited publicly available datasets of Chinese adjudication

documents for research, this paper uses the publicly available dataset of the "China Legal Research

Cup" (CAIL2018). This dataset includes about 3 million criminal legal documents, involving more

than 180 legal articles and 8 major categories of crimes, which is the �rst public, large-scale criminal

case dataset in China. Due to the limitation of resources, this paper selects with 100,000 data from it

to produce the CAIL-A experimental dataset, and divides it into training set and test set according

to the ratio of 7:3 to ensure the accuracy and reliability of the model.

4.1.2. Pre-processing of data on criminal cases. As the CAIL-A experimental dataset contains

a large number of criminal cases, its information is more cluttered contains a variety of noise, to this

end, this paper preprocesses the dataset through the following steps.

(a) Data clarity. Before using Jieba for word splitting, some irrelevant symbols are removed by

regular expressions, including spaces and special symbols, year numbers and Arabic numerals,

as well as foreign and garbled characters.

(b) Chinese Segmentation. In this paper, the Jieba Segmentation Module that comes with Python

is utilized to slice the text data of criminal cases and remove the words with a length lower

than 2.

(c) Construct dictionary. The corresponding word frequency is counted and a unique ID is assigned

to each lexical element, and then the lexical element sequences of case descriptions and legal

articles are converted into index sequences.

(d) Label vectorization. In this paper, one-hot coding is used to transform non-numerical features

by 0-1, as a way to enhance the correctness of entity identi�cation and relationship extraction

of evidence in criminal cases.

4.2. Validation of physical identi�cation of evidence in criminal cases

4.2.1. Comparative analysis of model energy e�ciency. In order to verify the e�ectiveness

of naming recognition of evidence entities in criminal cases based on SVM-BiLSTM-CRF model, this

paper carries out the validation analysis on the homemade CAIL-A dataset of criminal cases. The

F1 value is chosen as the evaluation index, and with the same batch size and epoch settings and

the same pre-trained word vectors, the SVM-BiLSTM-CRF model in this paper is compared with

the two single-feature-layer models, LSTM-CRF and IDCNN-CRF, in terms of the energy e�ciency

based on the parameters recorded during the model training process. The F1 values are obtained in

continuous iterations connected to form a change curve, and the change curves of the F1 values of

the three models with the increase of the number of trainings are shown in Figure 5.

Starting from the �rst iteration, the SVM-BiLSTM-CRF model proposed in this paper achieves

the best F1 value of 94.19% after 40 epoch iterations, while the two constructs based on IDCNN
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and LSTM obtain the best F1 value after 72 and 90 epoch iterations, respectively, with the speci�c

values of 92.49% and 91.52%, respectively. It can be seen that the F1 value of the SVM-BiLSTM-

CRF model is 1.7% and 2.67% higher than the other two models, which indicates that the model

designed in this paper has a better accuracy and convergence speed in performing entity recognition

of the evidence feature information of criminal cases. This is due to the fact that this paper �rst uses

SVM model to classify the input vector features of the criminal case, and then combined with the

BiLSTM model can realize the e�ective extraction of the relevant feature information of the criminal

case, and then in the CRF layer to get the optimal sequence of evidence of the criminal case.

Fig. 5. F1 values follow the training chart

4.2.2. Comparative analysis of entity identi�cation. Comparing the experimental result data

in Table 1, compared with the one-way LSTM-CRF model, the F1 value of the SVM-BiLSTM-CRF

model improves the recognition results on entities such as the name of the criminal, the location of

the crime, the time of the crime, and the name of the relevant arresting authority by 6.68%, 10.88%,

11.10%, and 7.01%, respectively, and compared with the IDCNN-CRF model Compared with the

IDCNN-CRF model, the entity recognition accuracy of this paper's model increases by 4.88%, 5.36%,

1.79%, and 2.48%, respectively. The experimental results show that the SVM-BiLSTM-CRF model

is more e�ective than the LSTM-CRF model and IDCNN-CRF model in recognizing the key entity

information in the evidence chain of criminal cases, and it has a certain improvement in recognizing

various types of named entities. Overall, it has a better e�ect on the recognition rate of named

entities in criminal case adjudication documents, and con�rms the superiority of this model in the

task of recognizing named entities in criminal case adjudication documents, which can provide reliable

recognition results for the case handlers to analyze di�erent types of criminal cases and �nd out the

relevant features of evidence entities from them. Moreover, under the same neural network training

conditions, the SVM-BiLSTM-CRF model by combining with SVM makes the model in the training

process, the loss value is reduced more, the convergence speed is faster, which e�ectively reduces the

computational amount of the neural network and the model training time.

4.3. Veri�cation of evidence information extraction in criminal cases

4.3.1. E�ectiveness of evidence information extraction. The criminal case evidence infor-

mation extraction model based on the criminal case evidence framework, combined with multiple

embedded sequential feature fusion and global feature capture modules, is designed to obtain more

case-related evidence information based on the named entity features of a criminal case after ac-

quiring its features. In order to verify the e�ectiveness of the model, this paper additionally selects
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Model Type ACC (%) RE (%) F1 (%)

LSTM-CRF

PER 83.72 81.08 83.18

LOC 87.69 82.74 82.32

TIME 88.63 80.67 81.43

ORG 85.36 82.89 86.54

IDCNN-CRF

PER 87.48 84.92 85.25

LOC 86.21 82.83 87.26

TIME 90.42 83.91 86.19

ORG 89.54 85.35 85.23

SVM-BiLSTM-CRF

PER 91.75 86.53 88.74

LOC 90.83 85.48 91.28

TIME 92.04 87.97 90.47

ORG 91.76 88.46 92.61

Table 1. Entity identi�cation results of various models

CJRE data as experimental data on the basis of CAIL-A dataset. CasRel, TPLinker, GPLinker,

and READK are selected as the baseline models, and the extraction e�ect of the model's criminal

case evidence information is comparatively evaluated with CJRE and CAIL-A datasets in the same

experimental environment. Table 2 Criminal case evidence information extraction results of di�erent

models.

By analyzing the results of the above comparison experiments, the following conclusions can be

drawn:

(a) The criminal case evidence information extraction model proposed in this paper is signi�cantly

better than the CasRel model, and the F1 value is improved by 2.94% and 11.23% on the two

datasets respectively, due to the fact that CasRel's relational ternary extraction is to recognize

the head entity �rst, and then the head entity is used as an input, and another network is

used to extract the tail entities and relations. If there is a deviation in the identi�cation of the

head entity, it will a�ect the results of the subsequent tail entities and relations, i.e., there may

be a certain error propagation problem. In contrast, the criminal case evidence information

extraction model proposed in this paper is a single-stage entity-relationship joint extraction

model based on the criminal case evidence framework and named entity recognition results,

which solves the cascading error problem of CasRel model and performs better.

(b) Compared with other baseline models, the criminal case evidence information extraction model

proposed in this paper achieves the best experimental results, with its F1 values of 62.06% and

81.83% on the two datasets. This indicates that the introduction of criminal case evidence

framework and attention global feature capture mechanism in the relational extraction model

can e�ectively improve the performance of criminal case evidence information extraction model.

In order to further analyze the predictions of the model for extracting information from evidence

in criminal cases, the model was used to extract information from various types of relationships in

the CJRE dataset. There are �ve main types of relationships de�ned in the CJRE dataset, i.e.,

Commit-theft, Teal-things, Use-tool, Partner, and Worth. Figure 6 shows the e�ect of the model on

the extraction of various types of relationships in the CJRE dataset.

As can be seen from the �gure, the model's prediction e�ect for the partnership relationship (Part-

ner) and the value relationship (Worth) is biased, with F1 values of 55.45% and 49.38%, respectively,
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Model
CJRE CAIL-A

ACC (%) RE (%) F1 (%) ACC (%) RE (%) F1 (%)

CasRel 60.24 59.42 60.29 79.37 74.64 73.57

TPLinker 60.79 58.35 60.45 80.18 76.35 78.32

GPLinker 61.48 58.61 60.78 78.45 78.28 79.06

READK 61.51 57.59 60.64 79.26 80.59 80.18

Ours 66.73 60.28 62.06 82.63 83.17 81.83

Table 2. Information extraction results for criminal cases

mainly due to the small amount of data, the model fails to adequately learn the distribution of the

location of this type of entity, resulting in the frequent omission of these two relationships in the pre-

diction results of a given sample. Overall, this paper based on the criminal case evidence framework

and named entity identi�cation results to establish the criminal case evidence entity information

relationship extraction model has a good criminal case information extraction ability, can assist the

case o�cer from the massive criminal case data to obtain the relevant entity category information

needed to �ll the criminal case evidence chain.

Fig. 6. CJRE relationship extraction

4.3.2. Ablation experiment P-R curves. Sequential feature module with multiple embedding

is used to obtain the entity information of criminal cases, and global feature capture with attention

mechanism is used to realize the extraction of entity information of criminal case evidence. For

the e�ectiveness of the above di�erent modules, this paper sets up multiple sets of experimental

comparisons to prove that both sequence feature and global feature incorporation are helpful for

entity information extraction e�ect enhancement. The details are as follows:

Experiment A takes the BiLSTM model as the baseline model, Experiment B adds the criminal

case evidence framework on the basis of A, Experiment C adds the sequence feature module with

multiple embeddings on the basis of B, and Experiment D adds the attention global feature capture

module on the basis of C. Comparison experiments are conducted for the above four models, and

Figure 7 shows the P-R curves of the four sets of experiments.

From the �gure, it can be seen that when the recall is small (<0.05 or so), the four groups of

experiments perform about the same in terms of precision. However, as the recall rate increases, the

model that has both the sequence feature fusion module with multiple embeddings and the attention

global feature capture mechanism performs signi�cantly better than the other three models. The
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enhancement of the criminal case evidence framework for the model is visible to the naked eye when

the recall rate is low, but as the recall rate increases, the enhancement starts to become less obvious.

Comparing Experiment B and Experiment C, it is found that the external information provided by

the multiple-embedded sequence feature fusion module improves the model's relational classi�cation

performance better than the evidential information provided by the criminal case evidence framework

when the recall rate is large. The mean P@N obtained in experiment D was 0.759, which was 14.65%

higher than that of experiment A. This further illustrates the e�ectiveness of the Evidence Framework

for Criminal Cases, Sequential Feature Fusion with Multiple Embeddings, and the Global Feature

Capture Module Optimized for Attention Mechanisms in enhancing the ability to extract information

about the entities of evidence in criminal cases.

Fig. 7. Ablation experiment P-R curve

4.3.3. E�ectiveness of information extraction applications. The criminal case data based

on the criminal case named entity identi�cation and evidence entity information extraction model

can realize the depth construction of the evidence chain of the criminal case, which is an important

goal of the construction and improvement of the evidence chain of the criminal case empowered

by digital information technology. And give the extraction results to establish the criminal case

evidence standards and rules, in order to help case o�cers in the massive data to obtain the evidence

information that meets the needs.

The extracted entity information of criminal cases is applied to a city police cloud platform, and

the corresponding evidence rules are formulated, taking intentional homicide as an example, and the

evidence classi�cation of intentional homicide is carried out through the evidence rules, so as to obtain

the evidence classi�cation of intentional homicide cases concluded by the city in 2020∼2023, such as

shown in Figure 8. Among them, the entity information represented by Y1∼Y9 are witness testimony,

physical evidence, appraisal opinions, investigation transcripts, defendant's confession, identi�cation

transcripts, audiovisual materials, electronic data, and victim's statement, respectively.

With the digital information technology development of criminal case entity information extraction,

can be for di�erent types of evidence in criminal cases for e�ective extraction, to help case o�cers

better clarify the intentional homicide case involves nine di�erent types of evidence information, in

order to form a complete chain of evidence in criminal cases. On the whole, the chain of evidence in

intentional homicide cases can be more than 90% complete for witness testimony (Y1), investigation

transcripts (Y4) and defendants' confessions (Y5). This is due to the fact that all of the above

evidence can be transformed into the form of documents, so that the information extraction model

designed in this paper can be used to better extract the relevant information therein, providing

reliable evidence support for the judge to decide the intentional homicide case. In the improvement
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of litigation e�ciency, it provides clear and explicit guidelines for evidence collection and review

for judicial o�cers in handling di�erent types of cases, and reduces the di�erences in case handling

due to the di�erences in the individual case handling experience and subjective judgment of judicial

o�cers, resulting in greater di�erences in case handling. The awareness of the high rules of evidence

standards and strict procedural operation and management allows judicial o�cers to continuously

strengthen their awareness of the standardization of criminal case handling in the process of handling

cases, reduce the incidence of missing and defective evidence, improve the e�ciency of criminal case

handling, and enhance the credibility of the judiciary.

Fig. 8. The certi�cate of intentional homicide is classi�ed

5. Conclusion

The article proposes a named entity recognition model for criminal cases based on SVM-BiLSTM-

CRF, and establishes a criminal case evidence entity information extraction model based on Trans-

former model in combination with the criminal case evidence framework. The constructed named

entity recognition model for criminal cases achieves the best F1 value of 94.19% after 40 epoch itera-

tions, which is 1.7% and 2.67% higher than the IDCNN-CRF and LSTM-CRF models, respectively.

The F1 values of the criminal case evidence extraction model on the CJFE and CAIL-A datasets

are 62.06% and 81.83%, respectively, and the average P@N value can reach 0.759, which is 14.65%

higher than that of the BiLSTM model. With the results of extracting information on the entity of

evidence in criminal cases to establish the standards and rules of evidence in criminal cases, taking

intentional homicide cases as an example, the construction of part of the chain of evidence in them

can realize the completion rate of more than 90% of criminal cases. As a result, the use of digital

information technology can assist case managers in mining the evidence information in the data of

such cases, promote case managers to solve criminal cases faster, and contribute to the enhancement

of judicial credibility.

Con�ict of interest: The authors declare that they have no con�icts of interest.
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