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abstract

The scienti�c knowledge graph has emerged as a valuable research method. However, in the context

of physical education (PE) teaching, the application of scientometrics and information visualization

in analyzing research results in China remains limited. This study compares recent trends in PE

teaching research in China and the United States, highlighting shared focus areas such as teaching

methods and curricula. A rough set knowledge reduction algorithm, enhanced by an improved genetic

algorithm, is proposed. The algorithm incorporates heuristic information, population dissimilarity,

and individual dissimilarity to optimize decision-making attributes. Findings reveal that Chinese

PE research emphasizes problem-solving, curriculum standards, and college sports, whereas U.S.

research prioritizes student health, physical activity, and psychological motivation. Experimental

data suggest that Chinese PE curriculum studies should address curriculum details more thoroughly

and integrate public health perspectives into teaching practices.
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1. Introduction

At present, after more than ten years of development, evolution, and systematization, physical ed-

ucation teaching theory has begun to show the prototype of its discipline system [13, 15]. It has

developed its own discipline-speci�c terminology, research paradigms, and theoretical systems, and

occupies an important position in the physical education discipline system. The research object of
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physical education theory is physical education [9, 5], which is a subordinate concept of teaching [11].

Like other forms of teaching, physical education is an educational process that includes attributes

such as imparting knowledge and skills.

With the rapid development of science and technology, the continuous introduction of new foreign

physical education concepts and methods, and the country's growing demand for educational reform,

research in the �eld of physical education in China has become very active, yielding many important

results. According to the analysis of foreign physical education research from 2004 to 2013 by

scholars such as Gao Ming, it is evident that most of the current research in physical education

globally comes from developed sports countries such as those in North America and Europe, where

the research results dominate [11]. Therefore, the author believes that, at present, physical education

in western countries, particularly the United States, has developed more successfully than in China,

with more abundant and diverse research outcomes [3]. A comparative analysis of the physical

education research �elds in China and the United States reveals that there are many lessons to be

learned from the development of physical education in the West [8, 12].

Faced with these abundant research results, questions arise: What are the recent research hotspots

in physical education teaching in China and the United States? What changes have been made in

the research issues? What research results exist, and where will the research trends go? Addressing

these questions will help grasp the direction of research in the �eld of physical education teaching in

China and the United States, which is of great signi�cance for the development of this �eld in China

[12, 1].

Currently, domestic research in the �eld of physical education teaching in China mainly focuses

on the analysis of individual basic elements in physical education [10, 2], while overall research in

the �eld is relatively insu�cient. Most of the research is centered around content analysis, research

hotspots [4], status quo analysis [6], and trends [16], but comparative studies with foreign frontiers

and hotspots remain scarce. As a result, it takes a lot of time for researchers to understand the

existing research results both at home and abroad.

In today's era of rapid informatization, where vast amounts of digital information are available, how

to e�ectively mine and discover its characteristics and patterns has become one of the major research

focuses in the �eld of scientometrics. The scienti�c knowledge graph is an emerging research method

in this context. Based on the above situation, this paper proposes a visual analysis and comparison

of physical education teaching in China and the United States from the perspective of a knowledge

graph, hoping to provide some reference for scholars in the �eld of physical education teaching in the

future.

Knowledge reduction is the core problem of rough set theory, and its essence is to eliminate

irrelevant or unimportant redundant knowledge while maintaining the classi�cation ability of the

knowledge base. Typically, the knowledge reduction method of a knowledge base is not unique, and

the complexity of computing knowledge reduction increases exponentially with the size of the decision

table. Existing reduction algorithms mainly focus on the kernel of rough sets and use heuristic search

methods to construct reductions with the least number of conditional attributes, known as minimum

reductions. However, this algorithm is not applicable to all knowledge expression systems, and as the

problem size increases, the complexity also increases. Genetic algorithms (GA) o�er the advantages

of global optimization and implicit parallelism, making them suitable for solving knowledge reduction

problems [7, 14].

Based on the analysis of the rough set knowledge reduction method, this paper proposes an im-

proved genetic algorithm (IGA+RS) for rough set knowledge reduction. By incorporating the support
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and importance of conditional attributes to decision attributes as heuristic information, and intro-

ducing the concepts of population dissimilarity and individual dissimilarity, the proposed IGA+RS

algorithm e�ectively improves the e�ciency of knowledge reduction.

2. Rough Sets Overview

Rough set theory, introduced by Polish scholar Pawlak in 1982, is a mathematical framework for

analyzing imprecise and uncertain information. It is widely used to extract decision or classi�cation

rules for various problems. Below, we provide an overview of rough set theory and its core concepts.

2.1. Information Systems and Relative Reduction

De�nition 2.1 (Information System). An information system (or information table) is denoted as

S = ⟨U,R, V, f⟩, where: - U is a non-empty �nite set, called the universe. - R is a set of attributes,

with R = C ∪D, where C ∩D = ∅, C is the set of condition attributes, and D is the set of decision

attributes. - V is the value range of each attribute r ∈ R. - f : U×R → V is an information function

assigning a value to each attribute of each object.

This quadruple is also referred to as a decision system or decision table.

De�nition 2.2 (Indiscernibility Relation). For an information system S = ⟨U,R, V, f⟩ and a subset

of attributes B ⊆ R, the indiscernibility relation IND(B) is de�ned as:

IND(B) = {(x, y) | x, y ∈ U,∀b ∈ B, f(x, b) = f(y, b)}. (1)

The relation IND(B) forms a partition of U , denoted as U/IND(B), or simply UB. Each equivalence

class in UB represents a set of indistinguishable objects based on the attributes in B.

De�nition 2.3 (Lower Approximation). For a subset X ⊆ U and indiscernibility relation B, the

lower approximation of X with respect to B is de�ned as:

B(X) = {x ∈ U | [x]B ⊆ X}, (2)

where [x]B is the equivalence class containing x. This set, also known as the positive region, contains

objects that can be con�dently classi�ed into X.

De�nition 2.4 (Positive Region). Given an information system S = ⟨U,R, V, f⟩ and subsets P,Q ⊆
R, the positive region of Q with respect to P is de�ned as:

POSP (Q) =
⋃

X∈U/Q

P (X), (3)

where U/Q represents the equivalence classes of Q. The positive region includes all objects in U that

can be de�nitively classi�ed based on P .

De�nition 2.5 (Dependency and Redundancy). Let S = ⟨U,R, V, f⟩, and P,Q ⊆ R. An attribute

K ∈ P is said to be Q-necessary in P if:

POSP (Q) ̸= POSP−{K}(Q). (4)

If everyK ∈ P is Q-necessary, then P is Q-independent. Otherwise, P contains redundant attributes.

The set of all Q-necessary attributes in P is called the Q-core, denoted as COREQ(P ).
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De�nition 2.6 (Relative Reduction). For S = ⟨U,R, V, f⟩ and P,Q ⊆ R, a subset P ′ ⊆ P is a

relative reduction of P with respect to Q if:

POSP ′(Q) = POSP (Q) and P ′ is Q-independent. (5)

The relative reduction is not unique, but the Q-core is the intersection of all relative reductions.

2.2. Support of the Conditional Attribute to the Decision Attribute

In the information system S = ⟨U,R, V, f⟩, let C denote the condition attribute set and D denote

the decision attribute set. If the partition of U induced by C is U/C = {x1, x2, . . . , xn} and the

partition induced by D is U/D = {y1, y2, . . . , ym}, the support of the condition attribute C to the

decision attribute D is de�ned as:

SPC(D) =
1

|U |

m∑
i=1

|posC(yi)| , (6)

where yi ∈ U/D and posC(yi) represents the positive region of yi with respect to C.

The value of SPC(D) lies within the range 0 ≤ SPC(D) ≤ 1. Speci�cally:

- SPC(D) = 1 indicates that the decision system is fully determined by the condition attributes,

meaning all objects in U can be accurately classi�ed into the equivalence classes of U/D using the

knowledge provided by C.

- SPC(D) = 0 implies that the decision information is entirely independent of the condition

attributes, indicating that the knowledge C has no in�uence on the decision-making process.

A larger value of SPC(D) indicates that the condition attribute set C enables more precise classi-

�cation of objects into the equivalence classes of U/D. This relationship can be expressed as follows:

if E ⊆ F , then SPE(D) ≤ SPF (D).

2.3. The Importance of Condition Attributes to Decision Attributes

In the information system S = ⟨U,R, V, f⟩, di�erent attributes x in the condition attribute set C

contribute di�erently to the decision attribute set D. The importance of an attribute can be de�ned

as:

IMPD
C−{xi}(x) = SPC(D)− SPC−{xi}(D), (7)

where SPC(D) denotes the support of the condition attribute set C to the decision attribute set D,

and SPC−{xi}(D) is the support after removing attribute xi from C.

For the special case where C = {x}, the importance is given by:

IMPD
C−{x}(x) = SPC(D). (8)

Thus, the importance of an attribute x ∈ C to the decision attributes U/D is measured by the

change in the support degree when x is removed from C.

Additionally, the relative kernel of the condition attribute set can be de�ned as:

coreD(C) = {x ∈ C | IMPD
C−{x}(x) > 0}. (9)

The relative kernel represents the subset of attributes in C that have a positive impact on the

decision attributes. This kernel can be utilized in the initialization phase of genetic algorithms to

accelerate their convergence.
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3. Genetic Reduction Algorithms and Improvements

To accelerate the convergence of the genetic algorithm, this study proposes an improved genetic

algorithm based on rough set theory to identify the minimal reduction in decision-making problems.

Speci�cally, it aims to �nd the attribute set with the fewest conditional attributes among all relative

reductions. The implementation and improvement of the genetic algorithm are carried out in the

following aspects.

3.1. Determination of Algorithm Operating Parameters

The key operating parameters in a genetic algorithm include population size (M), crossover proba-

bility (Pc), and mutation probability (Pm). The commonly used parameter ranges are:

M = 20− 100,

Pc = 0.5− 1.0,

Pm = 0.0001− 0.05.

Another critical parameter is the termination condition, which determines whether the population

has stabilized and no longer exhibits evolutionary progress. Two common criteria for this are:

(a) The di�erence in the optimal �tness value between successive generations is less than a speci�ed

minimum threshold.

(b) The variance of �tness values across the entire population is below a speci�ed minimum thresh-

old.

In the proposed IGA+RS algorithm, the termination condition is de�ned such that the di�erence

in the optimal �tness values of successive generations is below a speci�ed minimum threshold. This

approach approximates the optimal solution e�ciently.

4. Selection of Fitness Function

The �tness function serves as the sole deterministic metric for evaluating individual bit strings in the

genetic algorithm. According to the de�nition of attribute reduction, the �tness of an individual is

in�uenced by two factors:

1. The number of attributes it contains: The number of "1"s in the chromosome represents the

number of attributes. Fewer attributes increase the likelihood of selection.

2. The attribute's ability to distinguish: The greater the number of instances distinguished by the

chromosome, the higher its likelihood of being selected.

The �tness function is de�ned as:

F (x) = f(x) + β ·H(x) =
1− card(x)

card(C)
+ β · card (posx(D))

card (posı(D))
, (10)

where,

- f(x) is the objective function, representing the proportion of attributes excluded from individual

x.

- card(x) is the number of "1"s in x.

- card(C) is the total number of conditional attributes in C.

- H(x) is the penalty function, and β is the penalty factor.
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- H(x) represents the ratio of the conditional attribute C to the decision attribute D in the

individual.

The goal of f(x) is to minimize the number of conditions in x, while H(x) aims to ensure that the

conditions in x adequately support decision-making. Together, these components allow the �tness

function to achieve optimal results in the attribute reduction problem.

5. Selecting an Action

For a given population of size m, the selection probability of an individual is calculated as:

Pi =
F (i)∑m
i=1 F (i)

, (11)

where selection is performed using the roulette-wheel method.

Population diversity is a critical measure of the evolutionary state of a genetic algorithm. To opti-

mize the crossover operation, both population dissimilarity and individual dissimilarity are de�ned.

The degree of similarity between individuals x and x′ is given by:

x = {x11, x12, . . . , x1L}, x′ = {xj1, xj2, . . . , xjL},

where xlk, xjk ∈ {0, 1} for k = 1, 2, . . . , L, and L is the length of the individual string.

The dissimilarity between individuals x and x′ is de�ned as:

ds(x, x′) =
L∑

k=1

xik ⊕ xjk,

where ds(x, x′) represents the number of di�ering genes between x and x′. A larger d(x, x′) implies

lower correlation and reduces the likelihood of invalid operations during crossover.

For a population of size m, the population dissimilarity is de�ned as:

DS =

∑m
i=1

∑m
j=1,j ̸=i ds(xi, xj)

m · (m− 1) · L
× 100%. (12)

As the genetic algorithm evolves, population dissimilarity decreases. Random pairing may lead to

invalid inheritance, where o�spring are identical to parents. To address this, a dissimilarity-based

pairing algorithm is employed:

Step 1: Sort individuals by �tness values in descending order.

Step 2: Select the individual with the highest �tness, x. Pair x with the individual x′ having the

maximum dissimilarity d(x, x′).

Step 3: Remove x and x′ from the pool. If no individuals remain, pairing ends. Otherwise, repeat Step

2.

6. IGA+RS Algorithm Implementation

In this paper, the support and importance of condition attributes to decision attributes are introduced

into the genetic algorithm as heuristic information. The algorithm �ow of the IGA+RS algorithm is

shown in Figure 1.
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The IGA+RS algorithm �rst calculates the support and importance of the condition attribute set

C to the decision attribute set D. Speci�cally:

1. Compute the support SPC(D) of the condition attribute C to the decision attribute D using

Eq. (6).

2. Calculate the importance MMPD
C−{x}(x) of each attribute x ∈ C to the decision attribute set

D according to Eq. (7).

Let the relative core of C with respect to D be de�ned as:

coreD(C) = ∅.

If MMPD
C−{x}(x) ̸= 0, then coreD(C) is the minimum reduction of C relative to D. In this case,

the calculation terminates, yielding the optimal result. Otherwise, the IGA is executed to obtain the

optimal result. The detailed algorithm �ow is illustrated in Figure 1.

Fig. 1. IGA+RS algorithm �ow chart
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7. Visual Analysis and Comparison of the Frontiers of Physical

Education Teaching Research in China and the United States

7.1. Frontier Knowledge Map of Physical Education Teaching Research in the United

States in the Past 5 Years

This paper uses CiteSpace V (version 5.1.R8) to analyze the co-citation network knowledge graph of

946 documents from 2012 to 2016. The parameters used include Years Per Slice in Time Slicing set to

1, Top N set to 50, and Visualization defaults set to Cluster View-Static with Show Merged Network

enabled. The threshold values are set as (2, 2, 20), (4, 3, 20), (4, 3, 20). Running the analysis generates

the document co-citation network graph, which includes 256 nodes and 699 connections. Based on the

co-citation network, the literature co-citation cluster knowledge map is obtained through clustering

and cluster naming (proposed by Title), as shown in Figure 2.

A total of 39 clusters were formed in the clustered knowledge graph of the frontiers of physical

education research in the United States. Among them, the 8 clusters with the largest areas are #0,

#1, #2, #3, #4, #5, #9, and #10, as shown in Table 1. These clusters re�ect the major research

fronts in the �eld of physical education teaching research in the United States.

Fig. 2. Clustering mapping knowledge domains of PE teaching research fronts in the United States based on document

co-citation analysis.

Cluster Number Size Outline Clustering Keywords

#0 39 0.941 Practice-Based Model

#1 34 0.902 Physical Activity Items

#2 32 0.765 Sports Courses

#3 32 0.857 Quantitative Study

#4 29 0.812 Prospective Cross-Cutting Survey

#5 18 0.961 Preservice Teacher Education

#9 6 0.973 Role of Teachers

#10 6 0.969 Self Achievement Goal

Table 1. Cluster information of co-cited references for research fronts on PE teaching in the United States.

As shown in Figure 2, the cluster names of the 8 clusters re�ecting the main research frontiers in

the �eld of physical education teaching in the United States are:
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� #0: Models-Based Practice,

� #1: Physical Activity Program,

� #2: Adventure-Physical Education Lesson,

� #3: Quantitative Findings,

� #4: Prospective Cross-Domain Investigation,

� #5: Initial Teacher Education,

� #9: Teachers Support, and

� #10: Self-Reported Achievement Goal.

The main research front area #0 includes 39 cited literatures spanning 2006�2015. Eight key

documents represented by nodes are listed in Table 2. These documents cover topics such as physical

education teachers' professional development, physical education models, reforms, teaching methods,

and cooperative learning in sports. Among the 19 citing documents, 11 exhibit a citation activity of

≥ 0.05, as shown in Table 2.

U C1 C2 C3 C4 C5 C6 C7 C8 C9 d

U1 1 1 1 1 1 1 1 1 2 2

U2 1 1 2 1 1 1 1 2 21 2

U3 1 1 2 1 1 2 2 2 2 2

U4 1 1 2 1 1 2 1 2 1 3

U5 1 2 2 2 2 1 3 2 2 2

U6 2 2 2 1 2 1 3 2 3 1

U7 1 2 2 2 1 2 2 2 2 2

U8 2 2 2 2 2 2 3 2 2 1

U9 1 1 2 1 1 2 1 1 2 2

U10 2 2 2 1 2 1 2 2 2 1

Table 2. Decision Table.

Take the population size M = 50, P = 0.6, Pm = 0.03, B = 1.5, and perform 30 random runs on

the general reduced genetic algorithm and the JGA+RS algorithm. The results are shown in Table

3.

Algorithm Minimum Convergence Algebra Attribute Reduction Set Average Operation Time

General Reduction Genetic Algorithm 15 {C1, C2, C5, C7} 1034ms

IGA+RS Algorithm 8 {C1, C2, C6, C7} 629ms

Table 3. Comparison of Algorithm Test Results.

The experimental results in Table 3 demonstrate that the IGA+RS algorithm is correct and ef-

fective. Compared with the general reduction genetic algorithm, it operates faster, converges better,

and more e�ectively achieves the minimum reduction.

8. Conclusion

The scienti�c knowledge graph is an emerging research method that provides new insights into this

context. This paper proposes a rough set knowledge reduction algorithm based on an improved ge-
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netic algorithm. The support and importance of conditional attributes to decision-making attributes

are introduced into the information system and integrated into the genetic algorithm as heuristic

information. Additionally, the concepts of population dissimilarity and individual dissimilarity are

proposed to enhance the genetic algorithm. The study �nds that physical education teaching research

in China tends to focus on problem-oriented research, while research in the United States emphasizes

student health. By starting from the basic concept of an information system, this paper introduces

the support and importance of conditional attributes to decision-making attributes as heuristic in-

formation into the genetic algorithm and proposes the IGA+RS algorithm for knowledge reduction.

The experimental results demonstrate that the IGA+RS algorithm is an e�ective knowledge reduc-

tion method. It can signi�cantly improve the e�ciency of rough set knowledge reduction, o�ering

both speed and e�ectiveness. In future research, this algorithm could be applied to the reduction

of mass production data, which would have certain guiding signi�cance for optimizing production

operations.
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