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Abstract: In recent years, the use of smart data analysis method to predict the stock price is financial
technology; important issues in the field of finch. However, there are many technical indicators and
human subjective factors will affect the stock price forecast, so we must effectively grasp the important
influence indicators to improve the accuracy of stock price forecast. Therefore, this study uses four
machine learning algorithms to predict and analyze the stock price fluctuation through the screening
process of technical indicators, and then selects the important technical indicators. In addition, due to
the uncertainty and fuzziness of the attributes of technical indicators and human subjective judgment,
this study uses the fuzzy inference method to construct the fuzzy inference system to predict the rise
and fall of stock price, and proposes the prediction method of the range of the rise and fall of stock
price. Finally, this paper makes an empirical analysis on the stock price data of three companies. The
results show that the accuracy of stock price forecast is more than 82.13%, and the average accuracy
of stock price forecast is more than 83%. Therefore, the fuzzy inference prediction system proposed
in this study not only has the theoretical basis, but also can effectively predict the trend and range of
stock price, which has practical value and contribution to investors.

Keywords: Financial technology, Stock price forecast, Machine learning algorithm, Fuzzy inference
forecast system

1. Introduction

With the rapid development of artificial intelligence and Internet information technology, the ap-
plication of Internet technology in financial technology (financial technology; Fintech) is born in
response [1, 2]. Therefore, it is an important direction in the field of financial technology to use
robots to process huge financial data to assist investors in financial investment analysis. Machine
learning is based on a large number of data, through automatic learning algorithm to identify com-
plex data styles, and then make intelligent decisions [3]. For the problem of stock price forecasting,
the traditional research mostly uses multivariate regression [4, 5], generalized automated regression
conditional variables [6, 7].

With the rapid development of information technology, the effective application of information
technology in a short period of time to consider many indicators, stock price forecasting is a topic of
concern to investors. Therefore, using intelligent data analysis method to predict stock price is one of
the important topics in the field of financial technology. However, the stock market is affected by many
uncertain factors and is not easy to predict accurately, so the prediction of stock price is considered to
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be a very challenging topic. Therefore, many scholars use machine learning algorithm to predict the
stock price. [8] used artificial neural networks (ANN); ANN and support vector machines (SVM)),
using 10 technical indicators to predict the performance of Istanbul Stock Exchange (ISE) National
100 index. [9] used neural network to predict the stock price of Brazil Distribution Company in Sao
Paulo stock exchange, and evaluated its performance with mean absolute error (MAE), mean absolute
percentage error (MAPE) and root mean square error (RMSE). [10] used neural network, support
vector machine, random forest and simple Bayesian method to predict the rise and fall of Indian stock
market. Therefore, it is an important trend to use machine learning algorithm to predict the rise and
fall of stock price to provide investment decision and analysis.

However, there are many technical indicators and factors affecting the prediction of stock price
rise and fall, and the characteristics of indicators and the subjective cognition of investors will affect
the accuracy of the prediction of stock price rise and fall. Therefore, using fuzzy semantics to express
the cognition of investors’ semantic judgment can reduce the uncertainty and fuzziness in the process
of stock price rise and fall prediction, and then provide investors with more flexible decision analysis
results [11, 12]. Therefore, based on machine learning algorithm, through the selection of important
technical indicators and the combination of fuzzy inference method, this study constructs a stock price
forecasting system to predict the stock price trend and range, so as to facilitate investors’ decision-
making and analysis [13].

2. Literature Discussion

2.1. Machine Learning Algorithm

2.1.1. SVM

[14] applied support vector machine to solve the estimation problem of multidimensional function.
SVM is to find a classification hyperplane in high-dimensional space, and separate different types of
data, so as to maximize the interval between different types of points. After that, SVM is also applied
in various fields, including text classification, image recognition and financial forecasting [15].

2.1.2. Decision Tree (DT)

Decision tree selects branch variables according to goal setting, and presents the results in a hier-
archical structure. It uses a tree structure to deal with classification problems, and the visual effect is
very rich [16]. The internal nodes of the decision tree represent the properties of the test, each branch
represents the possible test results, and the leaf nodes represent the category labels.

2.1.3. K-nearest Neighbor (KNN)

K nearest neighbor method is a nonparametric classification method [17]. KNN uses the similarity
between a test data and a group of training data to classify according to the nearest neighbor. If K
neighbors need to be considered, it is k nearest neighbor method [18,19]. The advantage of KNN lies
in its simple concept, intuitive algorithm and easy implementation, but when the number of sample
data is large, the main disadvantage of KNN is that the calculation times of its distance will be too
many.

2.1.4. Back Propagation Neural Network (BPNN)

Artificial neural network; Ann is a non-linear system, which consists of multiple neurons to sim-
ulate the physiological model [20, 21]. A neural network is composed of many artificial neurons and
their connections, and can form a variety of network models. Among them, back propagation neural
network (BPNN) is a multi-layer network structure with learning ability, and it is also the most widely
used neural network algorithm [22, 23].
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2.2. Analysis of Stock Price Forecast

In recent years, with the rise of financial technology, smart finance or investment analysis has
become an important development trend [24]. Among them, the stock market is one of the most im-
portant channels for financial management. However, due to many factors affecting the stock market
and the uncertainty of human and economic environment, stock market forecasting is considered to
be a challenging issue. This study summarizes the literature on the application of machine learning
in stock price forecasting, as shown in Table 1.

Author’s name Forecast method
Atsalakis and Valavanis [1] Neuro-Fuzzy

Hadavandi et al. [14] Genetic Fuzzy Artificial Neural Network)
Chen and Chen [5] Back Propagation Neural Network

Kara et al. [15] Artificial Neural Network Support Vector Machine
Chang [6] Evolving Partially Connected Neural Networks

Lahmiri [21] Support Vector Machine
Laboissiere et al. [20] Artificial Neural Network

Patel et al. [26] Artificial Neural Network Support Vector Machine Random Forest Naive-
Bayes

Patel et al. [27] Support Vector Regression + Artificial Neural Network Support Vector Re-
gression + Random Forest Support Vector Regression + Support Vector Re-
gression

Wang et al. [25] Support Vector Regression + Principal Component Analysis + Beam Search
Optimization

Lahmiri [22] Particle Swarm Optimization+ Back Propagation Neural Network
Chen and Hao [7] Feature Weighted Support Vector Machine Feature Weighted K-Nearest

Neighbor

Table 1. Literature on Stock Price Forecasting

2.3. Fuzzy Inference

2.3.1. The Concept of Fuzzy Inference

As a matter of fact, it is not easy for people to express their feelings about many things or problems
in daily life by using binary explicit values. Using the logical concept of fuzzy set, we can express
subjective opinions more flexibly [25–27]. Fuzzy inference is to use membership function to calculate
the degree of membership of input value to each rule. After synthesizing the degree of membership
of all rules, appropriate inference results can be obtained.

2.3.2. The Method of Defining Membership Function

Because the data preprocessing and discretization will affect the effect and accuracy of data analy-
sis, it is necessary to fuzzily the data appropriately to construct the membership function [28]. How-
ever, if the membership function is determined by users or experts themselves, it will not be able to
truly present the situation of data dissemination and objectively classify the data [12, 28, 29]. There-
fore, a systematic method should be used to construct the membership function of data attributes.
The main methods for generating the center point of membership function include K-means cluster-
ing [30], fuzzy c-means clustering [31], quartile method and the method of adding and subtracting
standard deviation of mean value.
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2.3.3. Operation of Fuzzy Inference

When there is not only one inference rule, Mamdani’s min max method is generally used to inte-
grate inference rules [32].

2.3.4. Methods of Defuzzification

Generally speaking, there are three main methods to solve fuzziness, namely discrete barycenter
method, continuous barycenter method, and maximum mean method [21]. In this study, the member-
ship function of the inference result is divided into k intervals, and the discrete barycenter method is
used to solve the fuzziness [22]:

y∗ =
∑K

k=1 ykB (yk)∑K
k=1 B (yk)

, (1)

here, y∗is the numerical value of the solution.

2.4. Evaluation of Forecasting Effectiveness

The commonly used method to evaluate the predictive effectiveness of categorical data is the bi-
nary classification confusion matrix analysis. However, when the prediction results have multiple
classifications, the chaos matrix of multiple classifications must be used, as shown in Table 2.

Predicted value
A1 A j An

True value
A1 N11 N1 j N1n

Ai Ni1 Ni j Nin

An Nn1 Nn j Nnn

Table 2. Multi Class Confusion Matrix

The calculation formula of the overall prediction accuracy is as Eq. (2):

Accuracy =

n∑
i=1

Nii

n∑
i=1

∑n
j=1 Ni j

, (2)

where, Nii represents the number of class i real values and class i predicted values, Ni j represents the
number of class i real values and class j predicted values.

3. Screening of Important Indicators

This study summarizes 18 technical indicators (A1 to A18) with high frequency in the literature,
as shown in Table 3. The objective variable of this study is O19 to predict the ”up”, ”flat” and ”down”
of stock price. This study uses the selection method of technical indicators and machine learning
algorithm to find out the important technical indicators, and selects three listed companies as the
research objects, namely, Dali light, TSMC and Hon Hai, whose stock price changes greatly, whose
stock price changes more generally and whose stock price changes less. The data were collected from
October 13, 2014 to June 5, 2017, with a total of 646 records, including 100 records from December
30, 2016 to June 5, 2017.

This study first calculates the Pearson correlation coefficient between each technical index and the
stock prices of the three companies, and selects the top 10 technical indexes with higher correlation
coefficient to predict the stock prices, and gradually reduces them to 5 technical indexes. At the

Journal of Combinatorial Mathematics and Combinatorial Computing Volume 120, 125–136



The Construction of Fuzzy Prediction Model of Stock Price Rise and Fall 129
A1. Opening spread (yuan) A2.Maximumprice difference (yuan) A3. Lowest price difference (yuan) A4. 12 day relative strength index(RSI)
A5.5 daily average (MA) A6.10 day average(MA) A7.20 day average (MA) A8.12 index(W%R)

A9.6-day departure rate(BIAS) A10.12 day deviation rate(BIAS) A11.6 psy A12.9 fast random index(K)
A13. 9 day slow random index (D) A14.9 convergence divergence index of daily moving average (MACD) A15. Turnover(1000 shares) A16.10 daily momentum index(MTM)

A17. A/D A18. 10 day homeopathy index (CCI) - O19. Share price up and down

Table 3. Names and Codes of Technical Indicators

same time, the prediction accuracy of different companies in different machine learning algorithms
under different number of indicators is calculated, and the results are shown in Table 4 to Table 6.
According to the analysis results of dialoguing, TSMC and Hon Hai, SVM has the highest accuracy
in predicting the rise and fall of stock price. When the number of technical indicators is gradually
reduced to 5, the accuracy of using different machine learning algorithms to predict the rise and fall of
stock prices of the three companies is more than 80%. ” The five important technical indexes selected
by dialoguing are A12 (9-day fast random index), A4 (12 day relative strength index), A17 (trading
power index A/D), A3 (lowest price difference) and A9 (6-day deviation rate) The five important
technical indexes selected by TSMC are A12 (9-day fast random index), A3 (lowest price spread),
A17 (trading power index A/D), A2 (highest price spread) and A4 (12 day relative strength index)
The five important technical indicators selected by Hon Hai are A17 (trading power index A/D), A4
(12 day relative strength index), A13 (9 day slow random index), A3 (lowest price spread) and A2
(highest price spread). Therefore, this study focuses on the five important technical indicators selected
by ”daliguang”, ”TSMC” and ”Hon Hai” as the indicators of stock price rise and fall prediction, and
develops the prediction system based on them.

- SVM KNN BPNN DT
10 88.45% 85.45% 85.71% 85.45%
9 87.64% 84.55% 84.79% 84.54%
8 87.18% 83.18% 84.79% 84.54%
7 86.64% 82.45% 84.43% 83.63%
6 86.36% 81.64% 83.63% 82.45%
5 84.36% 80.00% 83.51% 81.81%
4 76.36% 75.45% 78.89% 76.36%

Table 4. Accuracy of ”Da Li Guang” in Different Technical Indexes

- SVM KNN BPNN DT
10 88.18% 82.72% 85.32% 84.54%
9 86.36% 82.72% 84.79% 83.63%
8 85.45% 81.81% 83.48% 82.72%
7 85.45% 80.90% 83.48% 82.72%
6 84.54% 80.90% 81.35% 80.90%
5 84.54% 80.00% 81.35% 80.90%
4 77.72% 73.63% 77.83% 74.54%

Table 5. Accuracy of TSMC in Different Technical Indicators

4. Fuzzy Inference and Prediction System

This study is mainly through the selection of indicators, and the use of machine learning algorithm
for forecasting performance analysis, in order to select important technical indicators,and then build
a fuzzy inference system to predict the extent of stock price rise and fall and the range of rise and fall.
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- SVM KNN BPNN DT
10 88.77% 84.69% 87.15% 84.54%
9 86.34% 82.65% 84.40% 82.72%
8 84.69% 82.65% 83.51% 82.72%
7 83.67% 81.63% 83.51% 81.81%
6 82.65% 80.90% 82.23% 81.81%
5 81.81% 80.00% 81.68% 80.27%
4 74.48% 72.44% 77.83% 75.45%

Table 6. Accuracy of ”Hon Hai” in Different Number of Technical Indicators

4.1. Inferential Prediction of Stock Price Rise and Fall

4.1.1. Semantic Variables for Defining Technical Indicators

In this study, six data russification methods are used to determine the center of membership func-
tion of semantic variables, which are quartile, mean plus minus one time of standard deviation (±).
Average plus or minus 0.5 standard deviation (±5), average plus or minus 1.5 times standard devi-
ation (±5), K-means and fuzzy C-means, and the data of important technical indicators are divided
into three semantic variables, namely ”low”, ”medium” and ”high”. And its membership function is
shown in Figures 1, 2 and 3.

Figure 1. Membership Functions of Semantic Variables

4.1.2. Defines the Semantic Variable of the Output Result

This study uses two different types of semantic variables to express the possibility of stock price
rise, namely ”five point semantic variables” and ”seven point semantic variables”. The expressions
are shown in Table 7.

Type The possibility of stock price rising Membership function
Five point Extremely low(C1), low(C2), no rise, no fall(C3), high (C4), extremely high(C5) Figure 2

Seven point Very low (C1), low (C2), slightly low (C3), no rise, no fall (C4), slightly high (C5), high (C6), extremely high(C7) Figure 3

Table 7. Accuracy of ”Hon Hai” in Different Number of Technical Indicators

4.1.3. Define Rule Base

In this study, the number of semantic variables ”low”, ”medium” and ”high” of technical indicators
is used to establish the rule base. The five point and seven point semantic rule bases are defined as
shown in Table 8 and Table 9.
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Figure 2. Membership Functions of Five Semantic Variables

Figure 3. Membership Functions of Seven Semantic Variables

- Low (number) Mid (number) High (number) The possibility of output rising
Rule 1 0 0 5 Extremely high
Rule 2 1 0 4 Extremely high
Rule 3 0 1 4 Extremely high
Rule 4 2 0 3 High
Rule 5 1 1 3 High
Rule 6 2 1 2 No rise, no fall
Rule 7 0 4 1 No rise, no fall
Rule 8 1 2 2 No rise, no fall
Rule 9 0 5 0 No rise, no fall

Rule 10 1 4 0 Low
Rule 11 2 3 0 Low
Rule 12 3 2 0 Very low
Rule 13 4 1 0 Very low
Rule 14 5 0 0 Very low

Table 8. Five Point Semantic Rule Base
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- Low (number) Mid (number) High (number) The possibility of output rising
Rule 1 0 0 5 Extremely high
Rule 2 1 0 4 Extremely high
Rule 3 0 1 4 Extremely high
Rule 4 2 0 3 High
Rule 5 1 1 3 High
Rule 6 0 3 2 No rise, no fall
Rule 7 2 1 2 No rise, no fall
Rule 8 0 4 1 No rise, no fall
Rule 9 0 5 0 No rise, no fall

Rule 10 1 4 0 Low
Rule 11 2 3 0 Low
Rule 12 3 2 0 Very low
Rule 13 4 1 0 Very low
Rule 14 5 0 0 Very low

Table 9. Seven Point Semantic Rule Base

4.1.4. The Result of Inference

In this study, the min max method is used for rule integration and inference calculation, and the
discrete barycenter method is used to demystify the membership function of inference results. If the
value of solution russification is greater than 0.5, the stock price is predicted to rise or fall. On the
contrary, it is predicted that the state of stock price rise and fall is ”fall”.

4.2. Steps of Forecasting System

The operation steps of the fuzzy inference prediction system proposed in this study are as follows:

1. selecting the company’s stock system will display the description of the company’s important
technical indicators.

2. Select the russification method and the semantic variable of the output result.
3. The center point of membership function of each technical index is displayed, and the important

technical index values are input for fuzzy inference analysis.
4. The membership value is displayed, and the fuzzy rules are generated and defuzzified.
5. The results of different semantic variables are provided by de russification, and the value of up

and down possibility is provided.

5. Empirical Analysis

This paper makes an empirical analysis on the stock price data of three companies, namely, dia-
loguing, TSMC and Hon Hai. Data were collected from October 13, 2014 to June 5, 2017, with a total
of 646 cases. At the same time, 80 of them were randomly selected from 2016/12/30 to 2017/06/05
as the prediction data.

5.1. Analysis Process

In this study, six data russification methods are used to define the central point of the membership
function of the important technical indicators, and two semantic variables are used to output the
possibility of rising to make fuzzy inference, and the accuracy of stock price rise and fall prediction
is calculated by solving the fuzzy value. Secondly, we use the solution of fuzzy value to predict the
range of stock prices.
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5.2. Data Analysis Results

This paper uses six fuzzy methods and 12 different combinations of semantic variables of two out-
put results to make fuzzy inference. Based on the stock data of ”dialoguing”, ”TSMC” and ”Hon Hai”
(2016/12/30 to 2017/06/05), 80 of them are randomly selected to make 10 predictions and calculate
the average accuracy. The results are shown in Table 10 to Table 12. From this result, we can see that
in the ”average plus or minus 0.5 times of the standard deviation” (± the three companies have the
highest prediction accuracy under the combination of fuzzy method and ”seven semantic variables”.
Therefore, this study used the ”average plus or minus 0.5 times the standard deviation”(± 5 s) and the
”seven semantic variables” of the possibility of rising. Ten data were randomly selected to forecast
the range of rising and falling for 10 times. The average accuracy of the three companies was more
than 83%, as shown in table 13.

- Quartile Standard deviation(0.5 times) Standard deviation(1 times) Standard deviation (1.5 times) K-mean Fuzzy C-mean
Five semantic variables 77.50% 80.63% 66.13% 58.63% 75.63% 78.00%
Seven mood variables 78.00% 82.75% 69.50% 60.00% 77.13% 78.88%

Table 10. The Average Accuracy of ”Da Li Guang” in Predicting the Rise and Fall of Stock
Price by Various Methods and Semantics

- Quartile Standard deviation(0.5 times) Standard deviation(1 times) Standard deviation (1.5 times) K-mean Fuzzy C-mean
Five semantic variables 72.13% 77.50% 64.88% 48.00% 71.38% 76.38%
Seven mood variables 82.88% 85.38% 68.88% 53.00% 80.63% 84.63%

Table 11. The Average Accuracy of ”Da Li Guang” in Predicting the Rise and Fall of Stock
Price by Various Methods and Semantics

- Quartile Standard deviation(0.5 times) Standard deviation(1 times) Standard deviation (1.5 times) K-mean Fuzzy C-mean
Five semantic variables 77.88% 79.88% 70.88% 55.75% 70.75% 70.95%
Seven mood variables 79.75% 82.13% 69.75% 58.25% 73.88% 79.63%

Table 12. Average Accuracy of ”Hon Hai” in Predicting the Rise and Fall of Stock Price by
Various Methods and Semantics

5.3. Explanation of Analysis Results

Through the analysis of 12 combinations of ”data russification method” and ”semantic variable of
rising possibility output result”, it is found that the accuracy of stock price rise and fall prediction
of the three companies is more than 82.13% when using the data russification method of ”average
plus minus 0.5 times standard deviation” and the rising possibility output result is ”seven semantic
variable”. In addition, the average accuracy of the prediction method for the range of stock price
fluctuation is over 83%. Therefore, the fuzzy inference prediction system of stock price rise and fall
and the prediction method of range of stock price rise and fall proposed in this study have practical
value and contribution, and can effectively assist investors in stock price prediction and analysis.

6. Conclusion

In recent years, with the rapid development of artificial intelligence and information technology,
the application of machine learning method to predict the stock price is one of the most important
topics in the field of financial technology. Therefore, this study uses machine learning algorithm to
gradually cut the number of technical indicators for three companies’ stocks, and carries out accuracy
analysis to screen out important technical indicators. In addition, in order to consider the attribute of
the data and the fuzziness of subjective judgment, this study develops a fuzzy inference prediction
system based on the important technical indicators and using the fuzzy inference method to predict
the rise and fall of the stock price. At the same time, this study also puts forward the prediction
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Times
Company 1 2 3 4 5 6 7 8 9 10 average
Daliguang 80% 80% 80% 90% 80% 90% 90% 80% 90% 70% 83%

TSMC 80% 90% 90% 90% 80% 90% 90% 80% 90% 70% 85%
Hon Hai 90% 90% 80% 90% 80% 70% 90% 80% 80% 80% 83%

Table 13. Average Accuracy of Price Range Forecast of Three Companies

method of stock price range. In this study, six methods of data russification are used to divide each
technical index into three semantic variable clusters, and two different semantic variables are used
to express the results of inference output. Through empirical analysis, it is found that the prediction
accuracy of ”stock price rise and fall” and ”range of rise and fall” proposed in this study is quite high
and has a certain degree of stability. To sum up, the fuzzy inference prediction system constructed
in this study uses fuzzy semantics to express the possibility of stock price rise and fall, which makes
it easier for investors to understand and conform to the real situation. In addition, the prediction
of the range of stock price rise and fall can accurately predict the range of stock price change, so
as to provide investors with specific reference value. On the whole, the analysis method and fuzzy
inference prediction system proposed in this study not only have theoretical basis, but also have
practical reference value.

In the future, we can consider multiple companies or industries, and integrate non numerical index
data, such as market reputation, news event perception, company operator image and so on, in order
to predict the fluctuation of stock price and the range of fluctuation, so as to improve the accuracy
of prediction. In addition, different machine learning algorithms, such as genetic algorithm, particle
swarm optimization algorithm, ant algorithm, deep learning algorithm and so on, can be added, and
the fuzzy inference system can be built into a real-time dynamic updating information system, so as to
provide investors with real-time investment decision information and strengthen practical application.
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15. Kara, Y., Boyacioglu, M.A. and Baykan, Ö.K., 2011. Predicting direction of stock price index
movement using artificial neural networks and support vector machines: The sample of the Istan-
bul Stock Exchange. Expert Systems with Applications, 38(5), pp.5311-5319.

16. Kang, S., Kang, P., Ko, T., Cho, S., Rhee, S.J. and Yu, K.S., 2015. An efficient and effective
ensemble of support vector machines for anti-diabetic drug failure prediction. Expert Systems
with Applications, 42(9), pp.4265-4273.

17. Keramati, A., Jafari-Marandi, R., Aliannejadi, M., Ahmadian, I., Mozaffari, M. and Abbasi, U.,
2014. Improved churn prediction in telecommunication industry using data mining techniques.
Applied Soft Computing, 24, pp.994-1012.
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