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abstract

The rise of digital humanities re�ects a paradigm shift in literary research. This project applies

natural language processing to ancient Chinese literature, embedding an attention mechanism into

an iterative null convolutional network for named entity recognition. It also integrates the MacBERT

pre-training model with a dual-channel structure of aspectual word and semantic features, designing

a hierarchical attention mechanism for aspect-level sentiment analysis. Experimental results show

improved recognition and sentiment analysis performance, with evaluation scores exceeding 83%. In

Ming Dynasty �ction, craftsmen (44.7%) and merchants (22.4%) were the most frequent characters,

highlighting the rise of a commercial economy and civic class. In Tang Dynasty poetry, 67.9%

of sentiments were positive, with themes of national honor (0.334) and send-o� emotions (0.226)

commonly linked, re�ecting the era's prosperity and literary aspirations.

Keywords: natural language processing, attention mechanism, iterative null convolution, named

entity recognition, sentiment analysis, ancient Chinese literature

1. Introduction

The fact that a greater proportion of ancient Chinese literature is included in the textbooks, and that

this proportion is even increasing, is due to the �cultural consciousness� and �cultural con�dence�

that are constantly taking root in people's minds. We recognize that Chinese culture has a long and

rich history, and that ancient Chinese literature is one of its treasures. These marvelous words can

be the spice of the pleased, can be the spiritual pillar of the disillusioned, can be the ink under the

seat of honor, can be the soft sand cli�s on the heart of the seal. A beautiful article, a poem, like a
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mirror, re�ecting people's hearts, enlightening people's wisdom [17, 20, 3, 16]. All the re�ections of

the ancient society, either formal or spiritual, are condensed between these sentences and readings.

These words and phrases have been inherited and developed without interruption, which is not only an

important pillar of Chinese literature, but also a business card of today's traditional Chinese cultural

classics. Ancient literature itself is rich in literary, historical and philosophical contents, and is a

unique carrier for studying and restoring the situation of ancient society. Due to its huge di�erence

compared to modern Chinese, it is bound to create an insurmountable gap for the experiencer,

which is one of the necessities of mastering ancient literature - ancient literature has an irreplaceable

instrumentality [13, 11, 10, 5].

The necessity of mastering ancient literary works also lies in the fact that ancient poems are

the business cards of classics and the best cuts to inherit and promote the traditional culture of

the Chinese nation. This is the common cognizance of educators in today's society of successive

generations, starting from the basic education of school enrollment, the proportion of ancient works

in the textbooks of all versions increases year by year, involving knowledge deeper and deeper, and

requiring students to meet more and more demanding requirements. This is a deep trust for the future

�owers of the motherland - to master themselves, and to pass on to others, to complete the inheritance

of the classic culture of the Chinese nation - these have also laid a certain foundation for students

to master ancient literary works [6, 19, 4, 15]. Natural language processing is a technology that

studies the interaction between computers and natural human language, aiming to enable computers

to understand, process and generate human language. It involves the intersection and integration of

several �elds such as linguistics, computer science and arti�cial intelligence. The scope of natural

language processing is very broad, covering multiple tasks and technologies [2, 8, 9, 18]. Chinese

culture is profound and has a long history. Ancient Chinese literature is one of the best ways to get a

glimpse of the original Chinese traditional culture. However, due to the ancient and modern evolution

of language, reading ancient Chinese literature is still quite di�cult for most people. Utilizing natural

language processing technology to explore the social and cultural background of ancient Chinese

literature will help more people approach ancient Chinese literature and experience the profound

and grand traditional Chinese culture. The detailed and in-depth appreciation and teaching of

ancient Chinese literature will be more conducive to students' appreciation of the essence of the

excellent traditional Chinese culture, which will help them establish cultural identity and cultural

con�dence in a subtle way [14, 7, 12, 1].

After discussing the application of natural language processing technology in ancient literature, the

study uses machine learning algorithms to construct an intelligent model to analyze the socio-cultural

context of ancient Chinese literary works. On the basis of iterative null convolutional network, the

attention mechanism is adopted to focus on the local context, and the CRF conditional random

�eld is used to learn the transfer rules between labels, and the iterative null convolutional network

model based on the attention mechanism is established. Its named entity recognition e�ect is veri�ed

through model comparison experiments, and it is used in character and location entity recognition

of Ming Dynasty novel texts to explore the socio-cultural context of sample novels. Using the Glove

model for word embedding of contextual information and aspectual words in the dataset, the features

of the text are initially extracted using MacBERT's deep semantic comprehension ability, and the

text continues to be processed through the dual-channel feature extraction channel, proposing an

aspectual-level sentiment analysis model incorporating the hierarchical attention mechanism and

MacBERT. Finally, the performance of the model is analyzed on di�erent datasets, and it is used in

the sentiment analysis of Tang Dynasty poems to explore the emotional themes and social culture
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of the sample poems.

2. Application of natural language processing in ancient literature

Digital humanities is one of the hotspots of academic research in the digital era, attracting many

humanities scholars. From the levels of tools and methods, we explore the role of natural language

processing technology in digital humanities in helping the research of ancient Chinese literature

(natural language processing mainly refers to letting computers process and utilize human's natural

language, including the cognition, comprehension, and generation of natural language, which is a

sub-discipline in the �eld of arti�cial intelligence and linguistics).

In terms of tool use, natural language processing technology can enhance the productivity of schol-

ars. From ancient books to texts that can be easily typeset or digitally utilized, it is necessary to go

through the process of entry, punctuation, proofreading, etc. If it is to be processed into structured

data or knowledge graphs that are more convenient for scholars to use, it is also necessary to �ne-tune

the text and mark the time, place, people, book titles and other proprietary information in it. For

large-scale ancient book processing projects, the cost of consuming manpower, material resources

and time is huge. Therefore, many organizations are committed to the development of tools and

platforms for digitizing and organizing ancient books, with a collection of OCR, automatic punc-

tuation, and moniker labeling. In addition, deep learning algorithms capture linguistic knowledge

about semantics and syntax by learning the contextual information in the context of each word, and

complete subsequent tasks such as punctuation, proper name recognition, lexical annotation, text

sorting, similarity recognition, and so on.

In terms of research methodology, at this stage, when natural language processing technology is

applied to carry out digital humanities research, it is often realized by �machine learning�, in which

training data are used to train the model �rst, and then the model is used to predict and analyze

the test data. With the aid of computers, researchers mine various quanti�able text features, such as

lexical information of high-frequency words, low-frequency words, dummy words, disyllabic words,

sentence information of sentences, clauses, quatrains, antithetical sentences, as well as features re-

lated to semantics, such as word vectors. By applying di�erent algorithms to construct mathematical

models, the linguistic features of the two parts of the text can be quantitatively calculated to deter-

mine the degree of similarity of the text. In addition, the overall and local appearance of the text

can be dynamically scrutinized from di�erent levels, and the genre classi�cation and identi�cation

can be carried out to examine the evolution phenomenon of the genre from di�erent levels, such as

the whole era, speci�c genres, and partial texts.

In this paper, we use natural language processing technology to analyze ancient Chinese literary

works, and apply machine learning methods to construct a text naming recognition model and a

text sentiment analysis model to explore the social and cultural contexts in ancient Chinese literary

works.

3. Named entity identi�cation based on ancient literary works

Named entity recognition is a fundamental task to automatically extract useful named entities from

text, which has a crucial role in the �eld of natural language processing and knowledge graph.

An iterative null convolutional network model based on the attention mechanism is constructed to

recognize and analyze the named entities (names of people, places and organizations) of ancient
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Chinese literature.

3.1. Iterative null convolutional networks

3.1.1. Null convolution. Convolution used in natural language processing is usually one-dimensional,

applied to a sequence of vectors representing markers, rather than to a two-dimensional grid of vectors

representing pixels. In this case, the convolutional neural network layer is equivalent to applying the

a�ne transformation w to a sliding window of width r on either side of each marker in the sequence.

The convolution operator is applied to each marker xi and its output ci is de�ned as follows, where

⊕ is a vector cascade. Then:

ct = Wt

r
⊕
k=0

xt±k. (1)

Null convolution, also called dilation convolution, performs the same operation except that it

transforms neighboring inputs by skipping δ input at a time. The convolution is de�ned over a wider

e�ective input width. The de�nition of the null convolution operator is as follows, where δ is the

dilation width. Then:

ct = Wc

r
⊕
k=0

xt±kδ. (2)

3.1.2. Iterative null convolution. The Iterative Null Convolutional Network (IDCNN) uses the re-

sults of the previous application as inputs for each iteration, reusing the same parameters in a

recursive manner to provide both a wide width of e�ective inputs and desirable generalization ca-

pabilities. And it also seeks to achieve accurate labeling after each iteration by training the target

so that subsequent iterations can observe and resolve dependency violations, resulting in signi�cant

accuracy gains.

For the input sequence X = {x1, x2, ..., xi, ..., xn}, denote the null convolution layer with a jrd

dilation of width δ as D
(j)
δ . Apply the 0th null convolution of width 1 D0

l to transform the input into

the representation ii and use it as the beginning of the stacked layer, which is computed as follows:

c
(0)
t = it = D

(0)
1 xt. (3)

Immediately thereafter, a dilation convolution with exponentially growing dilation widths in layer

Lc is applied to it, which folds into xi in an increasingly wide range of contexts in each layer of the

embedding representation. The formula for stacking layers is as follows:

c
(j)
t = r(D

(j−1)

2I−1 c
(j−1)
t ), (4)

where c
(j)
i denotes the output of the jnd null convolution layer, Lc denotes the layer of the null

convolution, and r() denotes the computation process of the ReLU activation function.

Finally, a �nal dilated layer of width 1 is added to the stack of layers, which is computed as follows:

c
(Lc+1)
t = r(D

(Lt)
1 c

(Lt)
t ). (5)

Each block has three layers of expanded convolution (excluding the inputs), so that the output of

each block is c
(3)
i .

The model stacks four blocks with the same structure and each block is a three-layer expanded

convolutional layer with an expansion width of [1, 1, 2], de�ning this three-layer expanded convolution

as a block B. Its output resolution is equal to its input resolution, and in order to merge a wider

range of contexts without over�tting, and in order to avoid making block B deeper, instead, iterative
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application of block B is repeated Lb times without introducing additional parameters. Taking

b
(1)
i = B(ii) as a start, the formula is as follows:

b
(k)
t = B(b

(k−1)
t ). (6)

A simple a�ne transformation wo is performed on this �nal representation to obtain a per-class

score for each marker:

h
(Lb)
t = Wob

(Lb)
t . (7)

3.2. Attention-IDCNN modeling

3.2.1. Attention mechanisms. The iterative null convolutional network model can quickly aggregate

extensive contextual information by in�ating CNNs, but the extracted extensive context usually

ignores the importance of the current word for the current label. To solve this problem, the attention

mechanism is applied to the iterative null convolutional network model.

The application of the attention mechanism focuses the attention on the relevant tags in the

sequence. At the attention layer, the attention weights between the current tag and all the tags in

the sequence are computed by Eq. (8) and used as a projection matrix, followed by normalization

by softmax function:

αt,i =
exp(sim(bLt , b

L
i ))∑n

k=1 exp(sim(bLt , b
L
k ))

, (8)

where bLi is the �nal output position in Eq. (6) t, sim represents the similarity between two vectors.

The similarity between two vectors is measured by cosine similarity according to Eq. (9):

sim(bLt , b
L
i ) =

Wa(b
L
t b

L
i )

||bLt ||||bLi ||
, (9)

where Wa is a weight matrix, obtained by continuous learning during the training process. The

calculation of the weight vector of the unit at position bLi is used as an example to illustrate the

detailed calculation process. According to Eq. (10), the coe�cients of each output can be obtained

at the attention layer, and then the output at is computed with the knowledge of this attention

coe�cient:

at =
N∑
i=1

αt,ib
L
i . (10)

Finally, the output of the current position and the output of the attention layer are concatenated

as the output of the module:

ot = Wo

[
at : b

L
t

]
, (11)

where Wo is a weight matrix that maps the output to the category space. Finally, a conditional

random �eld layer is added for �nal sequence labeling as in a regular named entity recognition task.

3.2.2. Linear chain conditional random �elds. While most deep learning-based named entity recog-

nition methods can automatically extract high-level abstract features for each tag to make category

judgments, the transmission rules between tags are often ignored. Related studies have shown that

correlation between neighboring tags may be helpful in sequence tagging to improve performance.

Linear chain CRF combines the advantages of maximum entropy model and hidden Markov model.

It takes into account the transfer relationship between tags so that the best tag sequence can be

obtained in sequence tagging.
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Consider that E is the matrix of scores output by the model. Column i is the vector obtained

according to Eq. (11) oi. Element Ei,yi of the matrix is the score of the ith labeled tag yi in the

sentence. By introducing the labeling transition matrix T . Element Tyi+1,yi of the matrix is the

transition score from label yi−1 to label yi. This transition matrix will be trained as a parameter of

the network.

Thus, for a given sentence S = {w1, w2, w3, ..., wn}, the score y = {y1, y2, y3, ..., yn} of its predicted
sequence can be obtained according to the following equation.

s(S, y) =
n∑

i=1

Ei,yi +
n−1∑
i=1

Tyi−1,yi , (12)

The probability formula for sequence label y, given sentence S, is as follows:

p(y|S) = es(S,y)∑
y∈Yx

es(S,y)
. (13)

During training, the likelihood function of the labeled sequence is:

log(p(y|S)) = s(s, y)− log(
∑
y∈YX

es(S,y)), (14)

where represents all possible labels and a valid output sequence can be obtained from the likelihood

function. When predicting the best label, the set of sequences with the highest total probability can

be computed according to Eq. (15).

y∗ = argmax
y∈YX

s(X, y). (15)

The loss function is minimized by backpropagation during training and the labeled sequence is

found with maximum probability by Viterbi algorithm during testing.

3.2.3. Neural network structure. Ultimately, the neural network model structure used is an iterative

null convolutional neural network structure based on the attention mechanism (Attention-IDCNN).

A series of computational transformations are performed on the input from bottom to top. The

inputs were in the form of vector representations of text sentences, and then the outputs for each

position were obtained by using void convolution. Next, an attention mechanism is used to focus on

the local context. Finally, a CRF conditional random �eld is used to learn transfer rules between

labels.

3.3. Experiments and analysis of results

3.3.1. Data sets. Ancient Chinese literature is characterized by a wide range of ages, stylistic dif-

ferences and di�erent writing styles of authors, which makes the corpus construction di�cult. In

this chapter, we use the historical corpus of ancient texts to test the e�ect of the model, and then

construct a corpus of named entity recognition in literature through iterative labeling. For the named

entities in the historical corpus, this paper mainly annotates the names of people, places and orga-

nizations in it. Pre-processing work such as data cleaning and sentence division is carried out on

the collected text of the historical corpus. Then use LTP named entity recognition tool to pre-label

the pre-processed corpus text to ease the labeling work. Finally, the model of multi-round iterative

annotation is adopted to carry out the annotation work of named entities, and the corpus of named

entity recognition of ancient Chinese literary works is constructed.
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3.3.2. Experimental design. The experiments on named entity recognition in literature domain use

HIT LTP tool, BiLSTM-CRF, BiGRU-CRF, Lattice-LSTM-CRF and RoBERTa-LSTM-CRF models

as baseline models, where the LTP tool is not trained to be used directly for recognition. The following

2 experiments were mainly conducted:

Experiment 1: Based on the ancient Chinese literature named entity recognition dataset dividing

the training set: validation set: test set as 8:1:1 for model comparison experiments.

Experiment 2: For the ancient literature named entity recognition model based on Attention-

IDCNN, the recall rate of new entities that did not appear in the training data (OOV) and the

recall rate of entities that have appeared in the training data (IV) are measured to verify the model

generalization ability.

3.3.3. Experimental results. The results of the comparison experiments of named entity recognition

models are shown in Figure 1. The Attention-IDCNN model in this paper is signi�cantly better

than the other models, with 87.14%, 84.94%, and 83.16% naming recognition e�ects on characters,

locations, and organizations, while the micro-averaged Mic-F1 value and macro-averaged Mac-F1

value are 86.44% and 85.17%, respectively.

The LTP tool has poorer results on the ancient Chinese literature works dataset due to its training

data in the general domain, and the recognition e�ect of each named entity is below 70%.The

Lattice-LSTM-CRF model encodes characters and words at the same time, which e�ectively utilizes

both character-level and word-level information, and the e�ect is better than BiLSTM-CRF and

BiGRU-CRF models. The RoBERTa-LSTM-CRF model introduces external pre-training data, and

its performance is basically equal to the Attention-IDCNN model in this paper.

Fig. 1. The comparison of the experimental results of the named entity identi�cation model

The experimental results of the entities of OOV and IV are shown in Figure 2. The recognition

e�ect of Attention-IDCNN model for OOV entities in this paper is lower than that of Experiment 1.

Because the location and organization entities in ancient literature are more complex and variable,

the entities of di�erent topics are more di�erent, and these two types of entities are more likely to

confuse the boundaries, so the recognition e�ect of OOV entities is poorer, with a recall rate of

54.91% and 50.45%, respectively, and the recognition e�ect of character OOV entities is better than

location and organization entities, with a recall rate of 58.98%. The recognition e�ect of the model

for IV entities is comparable to that of Experiment 1, in which the recognition e�ect of character

and location IV entities is better, with the recall rate of 85.09% and 88.19%, respectively, and the

recognition e�ect of organization IV entities is worse, with the recall rate of 82.72%.
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Fig. 2. Experimental results of OOV and IV

3.4. Analysis of the socio-cultural context

and the Attention-IDCNN-based named entity reco Ten representative novels of the Ming Dynasty

are selected as samples, such as Romance of the Three Kingdoms, Water Margin, Journey to the

West, and Three Words and Two Beats, etc., gnition model is applied to recognize the entities of the

characters and locations therein, and the results are statistically sorted out, and the results of the

entity recognition of the characters of the sample literary works are shown in Figure 3 The entity

recognition results of the locations of the sample literary works are shown in Figure 4. The character

sections in the sample novel texts are categorized into four categories: scholars, peasants, craftsmen

and merchants, accounting for 19.8%, 13.1%, 44.7 and 22.4%, respectively, and the identities of

workers and merchants have a higher frequency of appearance in the sample novel texts. Meanwhile,

in terms of location entity identi�cation, locations located in cities and locations located in rural

areas in the sample novel texts accounted for 74.6% and 25.4%, respectively.

Fig. 3. Figures physical identi�cation of sample literature

This re�ects the development of the commodity economy in the Ming society, the increasingly

�ne division of labor in various industries of industry and commerce, the increasing number of

people engaged in commercial activities, and the improvement of the social status of merchants. In

addition, due to the increasingly serious annexation of land, lost the land of the peasants �ocked to
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the city in large numbers, the identity of the free proletarians to become craftsmen, merchants, service

industry personnel, for the development of urban industry and commerce provides su�cient labor

force capitalism began to germinate. With the development of handicrafts and commerce the city

became more and more prosperous, and the citizen class grew stronger and stronger. The emergence

and growth of the citizen class made the proportion of artisans and merchants in the sample Ming

Dynasty novel texts increase.

Fig. 4. Sites physical identi�cation of sample literature

4. Emotional analysis based on ancient literary works

Aspect-level sentiment analysis is a key branch in the �eld of natural language processing, and

compared with sentence-level sentiment analysis, aspect-level sentiment analysis analyzes smaller

granularity. Aiming at the problems of accuracy of aspect recognition, correct determination of

sentiment polarity, and comprehension of complex and obscure expressions in the current research

on aspect-level sentiment analysis, this chapter proposes an aspect-level sentiment analysis model

(MacBERT-DATT) integrating the hierarchical attention mechanism and MacBERT, to analyze the

ancient Chinese literary works, and then to understand their socio-cultural backgrounds.

4.1. Sentiment analysis model structure

The overall structure of the MacBERT-DATT model is shown in Figure 5. The model consists of

�ve layers: word embedding layer, feature extraction layer, attention layer, optimization layer, fusion

and classi�cation layer. Among them, the word embedding layer consists of the pre-trained Glove

model, the feature extraction layer consists of the MacBERT pre-trained model, the BGRU unit and

the multi-granularity convolutional network in parallel, the attention layer includes the multi-head

attention mechanism and the attention pooling mechanism, the optimization layer consists of the

APS-PSO algorithm, and the fusion and classi�cation layer consists of the feature fusion layer, the

scaled dot product attention mechanism, and the fully connected layer, Softmax and CRF networks.

4.2. Experimental results and analysis

4.2.1. Data sets. After crawling and cleaning the data, 10,000 poems were manually labeled, of

which 5,000 were positive poems and 5,000 were negative poems, from the �Searching for Ancient
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Poetry� website using crawler technology to crawl the poems of the Tang and Song dynasties. The

ratio of poems and words in the manually labeled dataset is about 1:1, while the ratio of positive

and negative emotions is also 1:1.

Fig. 5. The overall structure of the MacBERT-DATT model

Open source ancient poetry data text FSPC, the dataset is a text corpus containing classical

Chinese poems constructed by the Natural Language Processing Laboratory of the Department of

Computer Science at Tsinghua University in 2019, which is a manually labeled �ne-grained sentiment

poetry corpus with a number of 5,000 entries, and since the dataset is a study of poem generation, it is

not only labeled with the sentiment of the whole poem, but also labeled with the per-line emotion. It

categorizes the sentiment of each poem and each line into �ve categories, i.e., 355 positive sentiment

stanzas, 1,561 implied positive stanza sentiments, 1,328 neutral stanza sentiments, 289 negative

stanza sentiments, and 1,467 implied stanza negative sentiments.

Since the FSPC dataset is a �ve-category dataset, but there are too few positive and negative emo-

tional stanzas, the positive emotional stanzas and implied positive emotions are classi�ed as positive

emotional stanzas and the negative emotional stanzas and implied negative emotions are classi�ed as

negative emotional stanzas, and the FSPC dataset is �nally classi�ed into three categories, i.e., 1,916

positive emotional stanzas, 1,328 neutral emotional stanzas and 1,756 negative emotional stanzas to

narrow down the number of positive emotional stanzas. The �nal classi�cation of the FSPC dataset

into three categories, i.e., 1916 positive, 1328 neutral, and 1756 negative, narrowed the gap, which

resulted in a more balanced labeling of the data set.

4.2.2. Experimental results. This section demonstrates the experimental results of MacBERT-DATT

based sentiment model on manually labeled dataset and FSPC dataset, compares the experimental

results of MacBERT-DATT model with those of comparative methods in three evaluation metrics,

namely, Accuracy, Recall, and F1 Score, and conducts an exhaustive analysis based on the experi-



exploring the social and cultural contexts in ancient 439

mental results.

In order to verify the e�ectiveness of MacBERT-DATT sentiment model, Word2Vec+TextCNN,

Word2Vec+BiLSTM, Word2Vec+BiLSTM+attention and BERT-Chinese are selected as the com-

parison methods and experimented with the hand-labeled dataset and FSPC dataset respectively.

The experimental results of the manually labeled dataset and the experimental results of the FSPC

dataset are shown in Table 1 and Table 2. Compared to the other four text sentiment analysis models,

the MacBERT-DATT model has the highest accuracy, recall and F1 score in both datasets.

In the manually labeled dataset, the accuracy, recall, and F1 score all reach more than 83%, specif-

ically MacBERT-DATT improves accuracy relative to Word2Vec+TextCNN, Word2Vec+BiLSTM,

Word2Vec+BiLSTM+attention, and BERT-Chinese accuracy of 9.3%, 7.9%, 6.7%, and 3.9%, recall

improves by 7.0%, 6.6%, 4.5%, and 3.4%, and F1 score improves by 8.1%, 7.2%, 5.6%, and 3.6%,

respectively.

Table 1. Experimental results of manual data set

Accuracy Recall F1

Word2Vec+TextCNN 0.761 0.769 0.765

Word2Vec+BiLSTM 0.775 0.773 0.774

Word2Vec+BiLSTM+attention 0.787 0.794 0.790

BERT-Chinese 0.815 0.805 0.810

MacBERT-DATT 0.854 0.839 0.846

In the FSPC dataset, the accuracy rate reaches 80.3%, the recall rate reaches 78.4%, and the F1

scores all reach 79.3%. Relative toWord2Vec+TextCNN,Word2Vec+BiLSTM,Word2Vec+BiLSTM+

attention and BERT-Chinese models, the MacBERT-DATT model improves the accuracy by 2.7%∼
13.1%, the recall by 2.5%∼17.8% and the F1 score by 2.6%∼15.6%.

Table 2. Experimental results of FSPC data set

Accuracy Recall F1

Word2Vec+TextCNN 0.672 0.606 0.637

Word2Vec+BiLSTM 0.722 0.687 0.704

Word2Vec+BiLSTM+attention 0.751 0.718 0.734

BERT-Chinese 0.776 0.759 0.767

MacBERT-DATT 0.803 0.784 0.793

4.3. Emotional expression in Tang Dynasty society and culture

Taking the collected poems of the Tang Dynasty as an example, we analyze the distribution pattern

of emotional themes of the overall poems of the Tang Dynasty with the details of speci�c poems to

explore the social and cultural background of the time. The results of the emotional theme analysis

of Tang Dynasty poems are shown in Figure 6. Figure 6a shows the percentage of emotions and

themes of the sample Tang Dynasty poems, and the positive emotions in the poetic works reached

67.9%, with the main themes distributed in Theme 4-War of Serving the Nation and Theme 3-Guests'

Wandering, which accounted for 29.1% and 28.4%, respectively. Chinese civilization has a history

of 5,000 years, and the Tang Dynasty undoubtedly holds the highest position in the hearts of the
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people. From the reign of Zhenguan to the �ourishing of Kaiyuan, the Tang Dynasty was a�uent,

prosperous, open, and had great international in�uence. Countless literati sang and chanted about

the a�uence of the Tang Dynasty, which gave birth to such poetic masters as Li Bai, the �Poetry

Immortal�, Du Fu, the �Poetry Sage�, and Meng Haoran, the �Poetry Star�, etc., so that the literati's

sense of pride and happiness was born. The pride and happiness of the literati and painters came to

life.

(a) Emotional and topic distribution (b) Theme - theme distribution

(c) A�ective - theme distribution

Fig. 6. The emotional theme analysis of the Tang dynasty poetry

Figure 6b shows the theme-theme distribution of the sample poems of the Tang Dynasty, in which

themes 0∼4 are Other, Farewell, Di�cult to Reward, Wandering in a Hometown, and War of Serving

the Nation, respectively. Theme 4 - war for the country and theme 3 - wandering away from home

have the highest co-occurrence frequency of 0.734. The Tang Dynasty was so powerful that it wiped

out the Eastern Turkey, Western Turkey, Gaochang and Gowenli successively, realizing the real �ten

thousand countries coming to the imperial court�. Border poetry has always been an important part

of the theme of the Tang Dynasty, and Wang Wei, the �Poetry Buddha�, and Wang Changling, the

�Sage of Seven Styles�, are typical representatives of border poetry.

Figure 6c shows the distribution of emotion-themes in the sample Tang Dynasty poems, and it

can be seen that the themes with the highest frequency of co-occurrence with the theme of positive

feelings are Theme 4-War to Serve the Nation (0.334) and Theme 1-Farewell Sentiments (0.226),

which are about serving the country with high passion and sending o� friends to encourage each

other. �Men and do not bring the Wu Hook, collect Guanshan �fty states�, describes the war but

positive surging, patriotic feelings over�owing.

The themes with the highest frequency of negative emotions are Theme 4 - War for the Nation

(0.197) and Theme 3 - Wandering in the Hometown (0.327). War is merciless, displacement, nostalgia
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for home, and sadness. Du Fu's sentence �The country is broken, the grass is deep in the spring�

shows that war is not only about the grandeur of serving the country, but also about the worry and

sadness about the destruction of the country and the death of the family.

5. Conclusion

With the digitization of large-scale ancient literature corpus, how to mine valuable information from

these corpora will bring very important signi�cance to the �eld of natural language processing as well

as the �eld of ancient Chinese literature. In this study, we construct an iterative null convolutional

network model based on the attention mechanism for named entity recognition of ancient Chinese

literature based on natural language understanding processing techniques. An aspect-level sentiment

analysis model incorporating hierarchical attention mechanism and MacBERT is also proposed to

explore the socio-cultural context in ancient Chinese literary works.

The naming recognition model recognizes more than 83% of the characters, place names and orga-

nizations in the sample literary works, and its Mic-F1 and Mac-F1 values are above 85%, re�ecting

a good entity recognition e�ect. Using it to analyze the sample corpus of Ming Dynasty novels,

artisans (44.7%) and merchants (22.4%) account for a higher percentage in character recognition,

and urban locations account for 74.6% in location recognition. This re�ects the social and cultural

background of the prosperous development of the commodity economy and the expansion of the civic

class at that time.

The MacBERT-DATT sentiment analysis model in this paper outperforms the comparison model

in all tests, with accuracy, recall and F1 greater than 83% and 78% in both the manually labeled

dataset and the FSPC dataset. The proportion of positive sentiment in the poetry texts of the Tang

Dynasty reaches 67.9%, re�ecting the social scene of the Tang Dynasty, which was characterized

by national prosperity and �ourishing development. Among them, the themes with the highest

frequency of co-occurrence of positive emotions are war for the country (0.334) and farewell feelings

(0.226), re�ecting the passionate feelings of the literati at that time to serve the country and bid

farewell to their friends.

In this paper, we use natural language processing technology to analyze the text of ancient Chinese

literary works, and we have achieved some results. However, there is still some room for improvement

in the recognition accuracy and sentiment categorization e�ect of the named entity recognition model

and sentiment analysis model, which needs to be improved by subsequent research.
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