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abstract

The study analyzes the stylistic evolution of contemporary Chinese literary works using the MONK

project. Text mining tools in the project are used to analyze the thematic classi�cation, emotional

tendency and stylistic type changes of the works. Among them, LDA model and GBDT algorithm

are used to identify the thematic classi�cation of Chinese modern and contemporary literary works,

SO-PMI algorithm is used to identify the emotional tendency in the works, and the vector space

model can classify the style of the works. Based on the above methods, the theme and emotional

changes of modern and contemporary Chinese literary works can be categorized into 3 stages: the

awakening of Enlightenmentism at the beginning of the 20th century, the diversi�ed presentation

during the revolutionary period, and the diversi�ed development after the reform and opening up.

The styles of modern and contemporary Chinese literary works can be divided into epic style, lyrical

style, rural theme style and intellectual theme style.

Keywords: MONK project, LDA model, SO-PMI algorithm, vector space model, style evolution

trend

1. Introduction

Modern Chinese literature is a new literature formed under the conditions of historical changes within

the Chinese society and the wide acceptance of the in�uence of world literature [14]. Contemporary

Chinese literature, on the other hand, is the literature of China since 1949 or the literature that

took place in a speci�c socialist historical context [21]. They are new creations in literary genres,

narrative perspectives, lyricism and descriptive means in the corresponding social stages. There

is a deep connection between Chinese modern and contemporary literature and Chinese excellent
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traditional culture, which is not only re�ected in its borrowing and absorption of Chinese excellent

traditional culture, but also in its inheritance and development of the essence of Chinese excellent

traditional culture [9, 10]. Studying the evolution trend of the styles of modern and contemporary

Chinese literary works will help us stand better in the forest of world culture and further strengthen

our cultural con�dence [6, 18].

Computational modeling of human language information is an important research �eld in the

era of big data, and it is also the foundation and premise for human-computer interaction to be

realized [8]. Human language often contains extremely complex and interrelated information, and

rich rhetorical techniques and implied extra-verbal meanings are prevalent, which is not a small

challenge for big data recognition and analysis [15, 7, 12]. Among them, the process of natural

language processing technology starts from the text, which usually goes through word segmentation,

lexical annotation, and syntactic analysis to realize the core task of semantic analysis [11, 1]. To

understand more linguistic style information implied beyond the text, such as di�erent literary genres,

emotional tendencies, etc., the understanding of contextual structure and overall background puts

forward higher requirements, which is also the key to realize the advanced semantic analysis and data

analysis tasks [13, 2, 17, 4]. Utilizing big data analytics, natural language processing breakthroughs

are focused on more speci�c linguistic analyses, in which the understanding and generation of di�erent

linguistic styles is key [5, 19].

The study �rst applies the MONK project to text mining of Chinese literary works resources from

the early 20th century to the early 21st century, and preprocesses the data through the steps of data

format conversion, text annotation, metadata addition, and data entry. Then the LDA model was

applied to extract themes from the works, and the GBDT model was used to classify the themes.

And the SO-PMI algorithm was used to automatically construct the domain emotion dictionary, and

the emotion word vectors were obtained to delineate the tendency of emotion change in di�erent

stages of Chinese modern and contemporary literary works. Finally, based on the vector space model

to transform the unstructured text data into highly structured text vectors, the text vectors are

clustered and analyzed using the K-means clustering method to delineate the style types of Chinese

modern and contemporary literary works.

2. MONK-based text mining of contemporary chinese literary works

As a digital humanities platform, the MONK project contains a large number of electronic resources

in the �eld of humanities as well as tools for analyzing and mining these electronic texts. Using

mathematical models such as the LDA theme model, the emotion lexicon and the vector space

model in the MONK project, it is possible to conduct relevant explorations of the variations in

the thematic categorization, emotional tendencies and stylistic types of modern and contemporary

Chinese literary works.

2.1. Pre-processing �ow of MONK

The MONK project is a combination of digital library and text mining project, where the prepro-

cessing process includes the permanent storage and labeling of related digital resources.The platform

provided by MONK allows users to select the corresponding processed resources of Chinese modern

and contemporary literature to be mined without the need for preprocessing and other work. The

text pre-processing of the project before this is a huge project, and the process of MONK text pre-
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processing includes steps such as data format conversion, text annotation, metadata addition, and

data warehousing. Data format conversion is mainly to convert various types of data into a uniform

data format that can be exchanged. Text annotation is mainly to ensure the consistency of text in

terms of spelling, word form, dialect, etc., and create document space. Metadata addition is mainly

to add document-level attributes (author, date, genre, provenance, etc.), which are used to mine the

relationship of various attributes. The annotated text data will be mapped to a relational database,

and the text data, metadata, and preprocessed data of other text objects will be mined and analyzed

by a coupled-structure �object model� written in JAVA.

2.2. Research on theme classi�cation of literary works based on theme modeling

2.2.1. LDA model. The goal of the LDA model is to �nd the distribution of topics for each document

and the probability distribution of words in each topic. First the number of topics of the synthesized

document needs to be determined, denoted as K, and all distributions are expanded based on K

topics [3].

LDA assumes that the prior distribution of document topics satis�es the Dirichlet distribution,

i.e., for any document d, its topic distribution satis�es θd : θd = Dirichlet (α⃗), where α is a hyperpa-

rameter of the distribution and is a K-dimensional vector.

LDA assumes that the prior distribution of words in topics is also Dirichlet distribution, i.e., for

any topic k, its distribution of words βk satis�es βk = Dirichlet (η⃗), where η is the hyperparameter

of the distribution and is an V -dimensional vector. V represents the size of the vocabulary list.

For the nth word in any document d, the posterior distribution of the topic distribution θd is:

Dirichlet (θd |α⃗ + η⃗d) . (1)

The posterior distribution of βk is:

Dirichlet (βk |η⃗ + η⃗k) . (2)

Since topic word generation does not depend on a speci�c document, document topic distribution

and topic word distribution are independent.

For solving the topic distribution of each document and the distribution of words in each topic,

each work or all the readers' comments of that work can be regarded as a document, and the number

of topics is set to 1, then the topic words and their weights of that work or readers' comments can

be extracted.

2.2.2. GBDT algorithm. GBDT is known as Gradient Boosting Decision Tree and can be used for

regression or classi�cation. With the continuous development of deep learning, it has been applied

more in relation extraction tasks with its advantage of automatic feature extraction [20].

In the iteration of GBDT, assuming that the strong learner obtained in the previous round of

iteration is ft − 1(x) and the loss function is L (y, ft−1(x)), our goal in this round of iteration is

to �nd a weak learner ht(x) for the CART regression tree model to minimize the loss function

L (y, fi(x)) = L (y, fi−1(x) + hi(x)) in this round. That is, this round of iterations �nds the decision

tree to make the sample loss as small as possible.

By �tting the negative gradient of the loss function, we can solve classi�cation and regression

problems with GBDT by �tting the loss error, so that both classi�cation and regression problems

can be solved by �tting the negative gradient of their loss functions. The di�erence is simply that

the negative gradient is di�erent due to the di�erent loss functions.
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In our application, it is actually the multivariate (3 class labels) GBDT classi�cation algorithm,

assuming that the number of classes is K = 3, then the log-likelihood loss function at this point is:

L(y, f(x)) = −
K∑
k=1

yk log pk(x), (3)

where if the sample output category is k, then yk = 1. The expression for the probability pk(x) of

category k is:

pk(x) = exp (fk(x)) /
k∑

k=1

exp(fl(x)). (4)

2.3. Research on emotional tendencies of literary works based on emotional lexicon

The most important core of the lexicon-based sentiment analysis method is the �lexicon plus scoring

rules� method, which mainly adopts the manually organized and constructed sentiment lexicon to

match with each sentiment word in the text, and sets the scoring rules of the sentiment score based

on the location of the sentiment word, lexical nature, the combination of the degree of adverbs and

the number of negatives, and then calculates the sentiment score of the work in accordance with the

rules, so as to obtain the sentiment tendency of the work. The sentiment score of the literary work

is calculated according to the rules, so as to get the sentiment tendency of the work. The sentiment

dictionary in the MONK project uses a domain-speci�c dictionary constructed based on the SO-PMI

algorithm, which can e�ectively improve the accuracy of the sentiment analysis [16].

2.3.1. SO-PMI algorithm. The Sentimental Orientation Point Mutual Information (SO-PMI) al-

gorithm consists of two parts: the PMI and the SO, which is an extension of the Point Mutual

Information (PMI) algorithm.

Therefore, �rstly, the PMI algorithm is elaborated, the main use of PMI algorithm is to calcu-

late the semantic similarity between words, its basic idea is to solve the possibility of A_word and

B_word appearing in a text at the same time, i.e., P (A_word ∩B_word), if P (A_word ∩B_word)

is larger, it indicates that the two words are more related to each other, and the formula for the PMI

value between words is:

PMI (A_word, B_word ) = log2

(
P (A_word ∩B_word)

P (A_word)P (B_word)

)
, (5)

where P (A_word ∩B_word) represents the probability of A_word and B_word occurring together

in the whole corpus, and P (A_word) and P (B_word) represent the probability of A_word and

B_word occurring individually in the corpus, when P (A_word ∩B_word) is larger, which in turn

indicates that the degree of association between the two words is higher, and vice versa, the degree

of association is smaller. It is generally believed that:

(1) At PMI > 0, the two terms are correlated and the greater the PMI the stronger the correlation.

(2) At PMI = 0, the two terms are independent of each other.

(3) At PMI < 0, the two terms are mutually exclusive.

Sentiment Orientation Point Mutual Information Algorithm (SOPMI) is introduced on the basis

of PMI algorithm, and it can accurately capture the sentiment words by adding the sentiment

orientation (SO) of the words. The steps of the algorithm are as follows:

Step 1: A set of positive and negative words with strong emotional tendency are selected as the

benchmark words (seed words) and are represented by Pos_words and Neg_words respectively.
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Step 2: For word A_word, subtracting the PMI of A_word with Pos_words from the PMI of

A_word with Neg_words will result in an emotional tendency of A_word, i.e., SO-PMI.

Step 3: Calculate the SO-PMI value with 0 as the threshold, when the calculation result is greater

than 0, then the word is a word with positive emotional tendency. If the calculation result is equal

to 0, the word is a word with no signi�cant emotional tendency. On the contrary, if the calculation

result is less than 0, the word is a negative emotional word.

2.3.2. Construction of the domain sentiment lexicon. Di�erent domains have di�erent comment ob-

jects, and for a certain domain, there may exist certain words with more explicit emotional tendencies

that are not found in the basic sentiment dictionary, so it is di�cult to meet the individualized needs

of di�erent domains by relying only on the general sentiment dictionary. This paper constructs a

domain sentiment dictionary based on the SO-PMI algorithm.

In order to use SO-PMI algorithm, we must �rst �nd words with obvious emotional tendency as

seed words, which need to be customized, and generally �nd words with strong emotional tendency

from the whole corpus, but it is too much workload to look for them one by one from the huge

amount of text, so this paper extracts the keywords of the text with the help of TF-IDF algorithm,

so as to construct the emotion seed words.

The TF-IDF algorithm is called Word Frequency-Inverse Document Rate.TF is the word frequency,

which indicates how often a word occurs in the corpus.IDF is the Inverse Document Frequency Index,

which is the number of texts in which the word occurs in n text.If the fewer the documents containing

the word, then the larger the IDF, which indicates that the word is more representative.The TF-IDF

algorithm is the product of the TF value and the IDF value, which is calculated as follows. The

formula is as follows:

TF − IDF = TF × IDF

= The number of times a word occurs
Total number of words in the article

× log
(

Total number of samples
Number of documents containing the word+1

)
.

(6)

TF-IDF is calculated using T�dfVectorizer on the text after jieba segmentation and sorted accord-

ing to the size of its value. After the baseline word search is completed, the SO-PMI value between

each word and the baseline word is calculated to determine whether a word is more inclined to appear

with positive words or with negative words, by which the emotional tendency of the word is judged.

Using the ChineseSoPmi function in the wordexpansion module, the SO-PMI values of the words

are calculated and stored in two parts, the positive lexicon and the negative lexicon.The larger the

SO-PMI value is, the more pronounced the emotional tendency is.

2.4. Research on style classi�cation of literary works based on vector space modeling

2.4.1. Vector space model. The vector space model can transform a text into a vector representation

consisting of feature terms and corresponding weights. In the experiment, the model is used to

represent the style of a literary work.

For a text di, the feature term t(j = 1, 2, · · · , n) is a di�erent feature word, and by noting the

weight of feature term tj in text di as wij, the text di can be converted into the corresponding spatial

feature vector as shown in Eq. (7):

V (di) = [(t1, wi1) , (t2, wi2) , · · · , (tn, win)] . (7)

By transforming all the text into individual spatial vectors and then constructing them as a rectan-

gle, a vector space model depicting all the text can be generated. Each row of this matrix represents
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a vector representation of the text, and each column represents a feature or dimension. With such

a vector space model, text data can be e�ectively represented and compared in a high-dimensional

space, thus enabling structured organization of text, similarity calculation and classi�cation analysis.

2.4.2. K-means clustering. Clustering is a process of pooling, classifying, and organizing data mem-

bers that are similar in some ways, and is unsupervised learning. After converting documents into

feature vectors, it is able to measure the di�erences between documents by calculating the approx-

imation between the vectors, at which point the problem becomes how to calculate the degree of

similarity between two spatial vectors. In the experiment, the cosine similarity is used as an evalu-

ation index to measure the similarity between texts. The degree of similarity between two texts is

quanti�ed by calculating the cosine values of their corresponding feature vectors. Assuming that the

two texts can be converted into multidimensional feature vectors A and B, the cosine value of the

angle θ between A and B can be calculated using Eq. (8):

cos θ =

∑n
i=1 (Ai ×Bi)√∑n

i=1 (Ai)
2 ×

√∑n
i=1 (Bi)

2
=

A ·B
|A| × |B|

. (8)

From Eq. (8), it can be concluded that when the cosine value is close to 1, the closer the two

vectors are, it indicates that the similarity between the two texts being compared is higher, and they

can be clustered into one group.

3. Analysis of the trend of stylistic evolution of chinese modern and

contemporary literary works

3.1. Thematic classi�cation and evolution

3.1.1. Thematic classi�cation and evolution of modern and contemporary chinese literary works.

The MONK project applies the LDA model for theme extraction and the GBDT model for classi-

�cation to categorize the theme identi�cation of modern and contemporary Chinese literature into

three stages. From the awakening of Enlightenmentism in the early 20th century (1949-1978), to the

diversi�ed presentation during the revolutionary period (1978-1989), to the diversi�ed development

after the reform and opening up (1990s to the present), the themes of modern and contemporary

Chinese literature have been continuously expanded and deepened.

1) Results of theme identi�cation of literary works in the �rst stage. In this stage, the LDA-GBDT

model identi�es three key themes of modern and contemporary Chinese literary works, and the theme

identi�cation results are shown in Table 1. The keywords under each identi�ed theme, as well as the

distribution of the proportion of each theme in the whole corpus and the �nal identi�cation results

are shown in Table 1. The three identi�ed themes are Hard Times and People's Life (25.27%), Social

Phenomena and Humanity Exploration (34.68%), and History and Personal Destiny (40.05%). For

example, Lu Xun's Diary of a Madman and The True Story of Ah Q mostly focus on the people's

di�cult lives and struggles in wars, political movements and economic di�culties. Mo Yan's The

Red Sorghum Family re�ects the changes in the family, the countryside and traditional culture.

2) Theme identi�cation results of literary works in the second stage. The results of theme identi�-

cation of the second stage of Chinese modern and contemporary literary works are shown in Table
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2. Literary works in this stage begin to pay attention to the new life and new atmosphere after the

reform and opening up, such as the novel creation of Zhao Shuli and others. There are also some

works reviewing and thinking about the revolutionary history, such as the novel creation of Liang

Bin and others. In addition the theme of industrial-themed novels began to expand, re�ecting the

changes and developments in many aspects of society. A total of three themes were identi�ed at this

stage: description of new life (30.77%), remembrance of the revolution (44.08%), and expansion in

other �elds (25.15%).

Table 1. The �rst phase of the topic recognition results

Theme Key words Thematic ratio Document number Identi�cation result

Topic1 People, War, Political movement,

Economic hardship, Hard life,

Strive

25.27% 1284 The hard times and the people's

life

Topic2 Social change, Moral dilemma,

Values con�ict, Family change,

Rural change, Traditional cul-

tural change

34.68% 1762 Social phenomena and human ex-

ploration

Topic3 Family, Fates, Country, History,

Time change

40.05% 2035 History and personal destiny

Table 2. The second phase of the topic recognition results

Theme Key words Thematic ratio Document number Identi�cation result

Topic1 Reform and opening up, Revital-

ization, New weather

30.77% 1863 The description of the new life

Topic2 Revolution, Left wing, Youth

world, Civic life

44.08% 2669 The pursuit of the revolution

Topic3 Industry, Proletariat, Innovate,

Life

25.15% 1523 Other areas of expansion

3) Results of theme identi�cation of literary works in the third stage. The results of theme identi�-

cation of literary works in the third stage are shown in Table 3. Three key themes were identi�ed

through the LDA-GBDT model, namely, repression and recovery (36.66%), transformation in change

(27.27%), and pluralism (36.07%). For example, Jiang Zilong's novels re�ect on the Cultural Revo-

lution and reform. Literary works at this stage began to experiment with di�erent forms and styles,

such as growth and confusion, exploration of the body, and grotesque reality, which became new

literary themes.

Table 3. The third phase of the topic recognition results

Theme Key words Thematic ratio Document number Identi�cation result

Topic1 Reform and opening up, Revital-

ization, New weather

36.66% 2639 Repression and recovery

Topic2 Revolution, Left wing, Youth

world, Civic life

27.27% 1963 Transformation in change

Topic3 Industry, Proletariat, Innovate,

Life

36.07% 2596 Diversity
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3.1.2. Comparative analysis of thematic coherence. Comparing the e�ectiveness of LDA, LDA-

BERT-K-means, and LDA-GBDT models based on topic coherence evaluation metrics. In current

text mining research, topic coherence is commonly used to measure the degree of consistency be-

tween words within a topic. In this study, topic coherence metrics are obtained by invoking the

Coherencemodel model in the gensim natural language processing toolkit. Based on the thematic co-

herence evaluation index, the thematic coherence of the traditional LDA thematic model, the BERT

combined with K-means clustering model, and the LDA-GBDT model in the corpus of modern and

contemporary Chinese literature is calculated in three phases, and the comparison of thematic coher-

ence of the three thematic modeling methods in di�erent corpora is shown in Figure 1.The thematic

coherence of the three thematic categorization methods in the MONK project is calculated in three

phases. The coherence of each topic is 0.53, 0.529, and 0.55, respectively.The coherence of the topics

of the other two models does not exceed 0.5.

Fig. 1. Thematic coherence

3.2. Changes in emotional tendencies

3.2.1. Changes in the emotional tendencies of modern and contemporary chinese literary works.

The MONK project uses the SO-PMI algorithm to automatically construct an emotion lexicon for

the textual domain of contemporary Chinese literature. The emotion information in the emotion

dictionary is added to the word vector to get the emotion word vector.

The changes in the emotional tendency of modern and contemporary Chinese literary works can

likewise be divided into three stages. Literary works in the period of Enlightenment awakening

form a strong emotional impact through tragic emotions and tragic life, showing the people's hard

encounters in the feudal society. In the revolutionary period, patriotic feelings are expressed more

directly and �ercely in modern and contemporary literary works. The works after the reform and

opening up emphasize values closer to human nature, express nature and show the personality of the

works.

3.2.2. Sentiment word vector validity analysis. In order to validate the SO-PMI algorithm with the

sentiment word vectors under the domain sentiment lexicon, we construct several validation models

for experiments.

Model 1: Convolutional neural network model. The whole model has only one convolutional layer,

using a combination of convolutional kernels (3,4,5) a total of 120 convolutional kernels work together.

The pooling layer is connected after the convolutional layer and maximum pooling is used.
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Model 2: Long Short Term Memory Network. The validation model uses a bi-directional long

short term memory network with 50 LSTM units in each layer.

Model 3: GRU Neural Network. The validation model uses a bidirectional GRU neural network

with 50 GRU units in each layer.

The accuracy evaluation of the three validation models is shown in Figure 2. Using the word vector

training model obtained from skip-gram model training, the accuracy of the model obtained using or-

dinary word vector training is 88.59%, 86.32%, and 86.97%, respectively, as veri�ed by convolutional

neural network, long and short-term memory network, and GRU neural network. Taking this as a

benchmark, the accuracy rates of the models obtained by training the emotion word vectors under

the method of this paper are 90.26%, 90.41%, and 91.48%, respectively, which indicates that the

method of automatically constructing the domain emotion dictionary using the SO-PMI algorithm,

and adding the emotion information in the domain emotion dictionary to the word vectors is feasible

and e�ective.

Fig. 2. The accuracy of the three veri�cation models is evaluated

3.3. Analysis of style classi�cation

The MONK project transforms a large amount of unstructured text data into highly structured text

vectors by means of a text vector space model, and then analyzes the text vectors by clustering them

using the K-means clustering method.

Words such as �revolution, war, hero, love, memory, nature, land, peasant, countryside, knowledge,

education, thought� are frequently found in modern and contemporary Chinese literature.

Fig. 3. K-means clustering results
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The K-means clustering results are shown in Figure 3. The styles of contemporary Chinese literary

works can be categorized into epic style (CLUSTER 1), lyrical style (CLUSTER 2), rural subject

style (CLUSTER 3), and intellectual subject style (CLUSTER 4). The epic style is composed of "rev-

olution, war, hero" and other related words, the lyrical style is composed of "love, memory, nature",

"land, peasants, and countryside" constitute the rural theme style, and "knowledge, education, and

thought" constitute the intellectual theme style.

4. Conclusion

The study uses text mining tools such as LDA theme model, sentiment lexicon and vector space

model from MONK project to explore the theme, sentiment and stylistic changes of modern and

contemporary Chinese literary works.

The coherence of each theme under LDA-GBDT is 0.53, 0.529, and 0.55, respectively, while the

coherence of other theme classi�cation models is below 0.5.

The SO-PMI algorithm is used to construct the domain sentiment dictionary, and the sentiment

information in the domain sentiment dictionary is added to the word vectors, which are trained by

convolutional neural network, long and short-term memory network, and GRU neural network, and

the accuracies of the models obtained are 90.26%, 90.41%, and 91.48%, respectively, which are higher

than the accuracies of the models obtained by ordinary word vector training.

Through K-means clustering, the styles of Chinese modern and contemporary literature can be

divided into four styles: epic style, lyrical style, rural theme style and intellectual theme style.
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