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abstract

New media advertising boosts platform revenue, and intelligent content optimization enhances its ef-

fectiveness. This paper applies a multi-task deep learning neural network to optimize advertisement

content, leveraging attention mechanisms and loss functions to improve performance. Blockchain

technology is integrated to create a personalized and accurate recommendation system. Experimen-

tal results show that the proposed model e�ectively optimizes ad content, meeting functional and

performance requirements. Most users' ad browsing duration exceeds 50 seconds, outperforming

traditional recommendation systems. The proposed system o�ers strong targeting, fast results, and

cost e�ciency, signi�cantly enhancing user engagement with ad content.

Keywords: deep neural network, attention mechanism, loss function, blockchain technology, ad con-

tent optimization

1. Introduction

With the rise of new media, people can access all kinds of information on a global scale through

the Internet, social media and other channels. This change in approach has impacted the tradi-

tional regional media's access to information, and the readers and viewers of traditional newspapers,

television and other media are gradually decreasing. The rise of new media has also changed the ad-

vertising model. The advertising mode of new media is more �exible and diverse, for example, search

engine advertising, social media advertising, etc., through content innovation, providing high-quality,

targeted content to attract readers and viewers [19, 4, 18].

For enterprises, the convenience of new media communication and promotion will also lead to

� Corresponding author.
E-mail address: 18827350149@163.com (Y. Yan).

Received 26 June 2024; Accepted 12 November 2024; Published Online 17 March 2025.

DOI: 10.61091/jcmcc124-22
© 2025 The Author(s). Published by Combinatorial Press. This is an open access article under the CC BY license

(https://creativecommons.org/licenses/by/4.0/).

https://doi.org/10.61091/jcmcc124-22
https://www.combinatorialpress.com/jcmcc
mailto:18827350149@163.com
https://doi.org/10.61091/jcmcc124-22
https://creativecommons.org/licenses/by/4.0/


318 feng and yan

increasing competition for enterprise products, in addition to improving and innovating the advertis-

ing communication mechanism in new media, enterprise products should also be constantly iterated

and updated, to seize the consumer's point of request, so that the product with the help of the

new media platform to better convey the advantages of the product to consumers [3, 27, 12, 1]. In

this process, the use of deep neural networks to predict the development of the enterprise platform,

analyze the laws of user behavior, mining user demand is very critical [11, 13, 22]. Based on this, it

is possible to understand the conversion e�ect of platform advertising, as well as the operation and

development trend of enterprise products, so as to take corresponding countermeasures and promote

e�cient cooperation between the two sides [9, 14, 28].

Blockchain technology will reconstruct the new media industry in the future. On the one hand,

the core advantages of blockchain are obvious. Blockchain has �ve major characteristics, such as

highly decentralized, highly reliable, value transfer, information tamperability, and highly protected

privacy. The essence of blockchain is an information decentralized decision-making mechanism that

can accomplish the established social goals [16, 6, 7]. And the core advantage of blockchain is

that it can better transfer value, can better protect user privacy and help users get more rights,

and change the production relationship of the Internet [24, 26, 20]. On the other hand, a new

media ecosystem based on blockchain will gradually take shape. Theoretically, with the gradual

maturation of blockchain technology, blockchain will become the underlying operating system of

the whole society, and �blockchain + media industry� will usher in a new ecology, which will make

signi�cant innovations in the concept, ecosystem, business model and other aspects [8, 5, 17, 2].

In this paper, a multi-task deep learning neural network model is constructed, and the pooling

module and attention module in the model are used to analyze the user's key information and extract

the keywords in the advertisement content to extract the relevant words that the user is interested in.

Then the extracted keywords related to the advertisement content are normalized by softmax layer

to get the vector representation of the advertisement content and realize the intelligent optimization

of the advertisement content in the new media platform. The multi-task deep neural network model

is trained by the loss function of binary classi�cation crossover to improve its intelligent optimization

e�ect. Subsequently, the neural network model is equipped to design the intelligent optimization and

recommendation system of new media advertisement content based on blockchain technology, and

the development and deployment of the system is realized by building the FISCO BCOS blockchain

console, and MySQL is used to store the user's private data in the new media platform. This study

�rst veri�es and analyzes the e�ect of the intelligent optimization model of advertisement content,

then tests and analyzes the performance of the new media advertisement content optimization and

recommendation system based on blockchain technology, and �nally explores the application e�ect

of the system through practical application.

2. Method

2.1. Intelligent optimization model construction for new media advertising content

2.1.1. Model architecture. The architecture of the intelligent optimization model for new media

advertising content based on multi-task deep learning [15] is shown in Figure 1, and the model in

this paper uses a hard parameter sharing mechanism. The overall model architecture is very similar

to the base model, in which there are two main di�erences. On the one hand the output layer of

the model is separate for the primary and secondary tasks. On the other hand the model accepts
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advertisement headlines as input for the input module as well, but replaces the pooling module with

an attention module for the secondary task [23]. An intuition about the attention mechanism is that

since the headline of a new media advertisement is composed of multiple key words that express

multiple features of the advertisement. An attention module [25] can help extract the relatively

important key words in the advertisement content to explain the corresponding clicking behavior,

and also make the output distribution of the pooling layer more compatible and matched between

the two tasks. De�nition Da = {d1, d2, . . . , dn} is the set of keywords, which are derived from the

content sub-phrasing of the new media advertisement a. In this paper, one of the most popular

attention mechanisms is used, as shown in Eq. (1):

bj = zT tanh
(
W att

u eu +W att
q eq +W att

a Em (dj)
)
, (1)

where W att
u , W att

q and W att
a are the parameters of the �rst layer of the network, eu and eq are the

vector representations about the user and the query terms, zT are the parameters of the second layer

of the network, and bj is the weight score for dj. Finally it is normalized by one softmax layer [10]

as shown in Eq. (2):

Fig. 1. Multi-task depth learning model architecture diagram

αj =
exp (bj)∑n
i=1 exp (bi)

, (2)

where αj is the corresponding attention weight and �nally combined with Em (dj) to make a weighted

sum as shown in Eq. (3):

ea =
n∑

j=1

αjEm (dj) , (3)

where ea is the �nal needed vector representation about a the advertisement content, since the desire

to extract the most important words in the advertisement content relates to the user's own preference

as well as the current input query word, this paper adds the in�uence of the user and the query word

in the attention mechanism as a way to enhance the e�ect of personalized intelligent optimization.

2.1.2. Model pre-training and alternate training. Regarding the model training in this paper, �rstly,

the loss function of the model is introduced, both tasks are binary crossover loss function, and the
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loss function of the main task is shown in Eq. (4):

Lmain = − 1

|SSF |
∑

[y log y′ + (1− y) log (1− y′)] , (4)

where Lmain denotes the loss function for the primary task and
∣∣SSF

∣∣ denotes the number of sample

instances in SSF . Similarly, the loss function for the auxiliary task is shown in Eq. (5):

Laux = − 1

|SC |
∑[

yc log (yc)
′
+ (1− yc) log

(
1− (yc)

′
)]

, (5)

where Laux denotes the loss function of the auxiliary task, (yc)
′
denotes the labels of the sample

instances in Sc and |Sc| denotes the number of sample instances in Sc.

The model training approach proposed in this paper is slightly di�erent from the classical multi-

task learning model applicable to joint learning. For joint learning training, it means that the classical

multi-task deep learning model has the same sample instances as inputs for one small batch update

of multiple tasks during training. Multiple tasks share the same input source (i.e., the same sample

instance input), and then multiple tasks simultaneously output di�erent results. However, the two

tasks in this paper do not share the same input source, but (u, q, v)vs(u, q, a). For example, when

taking a small batch of instances from SSF or Sc as input, the model cannot update the parameters

of both tasks simultaneously. Therefore, this paper investigates two training methods, pre-training

and alternate training.

In this paper, we use Θ1/Θ2 to denote the set of parameters associated with the auxiliary task/pri-

mary task, respectively. The model is trained iteratively by sampling small batches from the full

training dataset, and the data sources for the primary and auxiliary tasks are randomly selected with

a probability ratio of 1 : k at each iteration update. Then, the small batch datasets are selected from

the training set SSF or Sc according to di�erent tasks to update the relevant model parameters. In

this paper, the probability of setting the auxiliary task to be selected is k times that of the main task

because the size of the dataset for Sc is usually larger than SSF . The criterion for setting k is so that

the two data sources, the primary task and the auxiliary task, can both perform iterative parameter

updates approximately the same number of times when the algorithm stops iterating. This ensures

that the model can be adequately trained with both datasets.

First, in this paper, the parameters of the auxiliary task model are individually trained using

dataset Sc, and the model converges to obtain the trained parameter set Θ1. These trained pa-

rameters (except for the parameters of the output layer and the attention module) are then used

as a priori knowledge. The model for the main task overloads these trained parameters to further

�ne-tune the training using dataset SSF .

2.2. New media advertising content optimization and recommendation system

In order to make the above method of intelligent optimization of new media advertisement content be

applied more e�ciently and safely in the �eld of new media advertisement content recommendation,

this paper designs a blockchain-based new media advertisement content intelligent optimization and

recommendation platform to realize the application of the above method.

2.2.1. System requirements analysis. For a system, before the design and development of the role of

the system, the function of the system needs to be an overall planning to ensure the integrity of the

system development. For this reason, before designing and building the new media advertising content
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intelligent optimization and recommendation system, we start from the perspective of software design,

and conduct a demand analysis of the designed advertising content intelligent optimization and

recommendation system, to clarify the feasibility of the system implementation conditions and the

required functions. Then the overall architecture of the system is designed based on certain design

concepts, and �nally the design and implementation of each functional module is elaborated.

System functional requirements analysis is the core task before system construction, when the user

enters the new media platform its core purpose is to intelligently optimize personalized advertising

content for recommendation. Therefore, the functional requirements of an intelligent optimization

and recommendation system for advertising content are mainly divided into user requirements and

platform requirements. For the new media platform, the core functions include advertisement content

optimization and recommendation, user privacy information upload management, user information

management, upload contract management, public platform management and other functions.

Fig. 2. Platform architecture chart

2.2.2. Architectural design. The overall architecture of the platform includes the bottom layer envi-

ronment, database, data layer, service layer, and application layer, and its overall structure is shown

in Figure 2. The blockchain bottom layer [21] is responsible for building a blockchain storage en-

vironment based on FISCO BCOS, which ensures the security of key data in the system through

distributed storage. In the data layer, traditional local database and blockchain database are used

to provide the platform with two data storage channels: on-chain storage and local storage, which

improves the security of the platform and saves o�ine storage space. In the service layer, various

functional functions are called to realize the business functions of the system. In the application

layer, the invocation and display of functions in the service layer will be realized, through which
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the functions of the back-end and the front-end can be separated, so as to realize better system

maintainability and expandability.

2.2.3. Blockchain underpinning construction. Before the system development, the blockchain un-

derlying development environment needs to be built. This system is carried out in VMware 14Pro

virtual machine under Windows 10, with Ubuntu 16 as the underlying operating system, and devel-

oped based on B/S structure.

The process of building the blockchain underlying environment is as follows.

(1) Install Ubuntu 16 in the virtual machine, utilize commands to install dependencies such as

Docker, Docker Compose, etc., and download relevant script �les in the terminal.

(2) Use the downloaded build_chain environment deployment script to create a chain script to

build a 4-node FISCO BCOS blockchain, use the start_all.sh script �le to start the node, and realize

the current node status and log view.

(3) After completing the node startup, obtain the console con�guration �le and console-related

protocol certi�cates through the command to realize the construction of the FISCO BCOS blockchain

console.

(4) After the successful construction of FISCO BCOS, it can interact with the blockchain network

through the Java SDK interface to realize the development and deployment of blockchain applications.

Privacy data upload storage utilizes the characteristics of blockchain data that are untamperable

and traceable, and the information that users need to protect is uploaded and stored by designing

privacy upload contracts. The local database storage adopts MySQL, which is responsible for storing

the table of basic user information, the table of user interaction behavior information, and the table

of advertisement content resource information.

Data tampering is one of the most concerning personal information security issues in the brows-

ing of new media platforms.For various personal or commercial purposes, users need to share their

personal information with new media platforms.Illegal merchants will take advantage of this informa-

tion sharing channel to gain convenience and steal it without users' authorization. While intelligent

advertisement content optimization and recommendation system is an important part of new media

platforms, this type of system lacks security control of client information to some extent. Therefore,

this paper provides security for key data with the help of data storage mechanism of blockchain.

First, the data uploading process is divided into three stages: the client request side, the blockchain

storage side and the server. For the �rst stage, it is necessary to trigger the user in the client to initi-

ate the data uploading application; then the data is transmitted to the blockchain for storage; �nally,

the uploading contract is written in Solidity language and deployed to the server to be called, which

realizes the uploading of the private data to improve the security of the data on the recommendation

platform.

3. Results and discussion

3.1. Veri�cation experiment of intelligent optimization algorithm for advertisement content

3.1.1. Experimental setup. (1) Datasets. Criteo is a benchmark dataset for CTR prediction, it

has 52 million ad click records, it contains 28 categorical feature �elds and 14 numerical feature

�elds.KKBox is a challenge dataset for ad content recommendation, the data contains the ad content

of the users for a given time period, there are 21 user features (e.g., city, gender) and ad content
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features (e.g., games, music, shopping, etc.). For each dataset, it is randomly divided into 3 parts,

70% for training, 15% for validation, and 15% for testing.

(2) Evaluation Metrics. In the experiment, two indicators, AUC and Logloss, are used to judge

the e�ect of the intelligent optimization model of advertisement content. The larger the value of

AUC and the smaller the value of Logloss, the better the model predictions. When the value of AUC

is increased by 0.001 or the value of Logloss is decreased by 0.001, it is important for the intelligent

optimization recommendation task of new media advertising content.

(a) Logloss. This index is mainly based on the di�erence between the predicted value and the

actual value to judge the accuracy of the recommendation, the smaller the Logloss value represents

that the recommended results are closer to the user's real evaluation, the better the prediction e�ect

of the system. This indicator is also used as a loss function for CAN and comparison model training.

The judging criteria are shown as:

log loss = − 1

N

N∑
i=1

yi log (pi) + (1− yi) log (1− pi) , (6)

where pi is the predicted click probability of the ind and yi is the real clicks by users of that ad, and

N is the total number of ads in the test set.

(b) AUC. The AUC value is equal to the probability that a randomly selected positive sample is

ranked higher than a randomly selected negative sample. A higher AUC indicates a better predictive

ranking performance of the recommender system. In the actual simulation, the formula is used to

calculate the AUC value:

AUC =

∑i≤M,j≤N
i=1,j=1 δ (ri − rj > 0) + 0.5δ (ri − rj = 0)

M ∗N
, (7)

where M represents the number of positive samples (items actually clicked by the user), N represents

the number of negative samples (items not actually clicked by the user), ri is the predicted score of

the positive samples, rj is the predicted score of the negative samples, δ(x) is the indicator function,

x is a Boolean variable and δ(x) is 1 when x is true, and on the contrary, δ(x) is 0.

(3) Comparison of models. In order to test the e�ectiveness of the intelligent optimization model for

advertisement content, comparison experiments are conducted using the following nine widely used

advertisement content optimization and recommendation methods, namely FM, DeepFM, DCN,

AFM, xDeepFM, AutoInt, AFN, DCN V2, and FmFM.

3.1.2. Comparative experimental results. The AUC and Logloss of the deep network learning model

and other models on the two datasets Criteo and KKBox were obtained through experiments, and the

results of the experiments comparing the various models are shown in Table 1. In the Criteo dataset,

the deep neural network model proposed in this paper is slightly more e�ective compared with the

FmFM model and DCN V2 model, which are more e�ective among the comparison models. The

AUC metric is 0.28% and 1.36% higher than the FmFM model and the DCN V2 model, respectively,

and the Logloss metric is 0.50% and 0.75% lower than the two compared models. From the results

of the comparative analysis of the model e�ect on the KKBox dataset, the deep neural network

model proposed in this paper has slightly improved its e�ect compared with xDeepFM, with the

AUC metric being 1.21% higher than that of xDeepFM, and the Logloss metric being 0.25% lower

than that of xDeepFM. It can be seen through experiments that the multi-task deep neural network

model model proposed in this paper is better than other models. Whether the data is fully mined
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also has an impact on the e�ect of intelligent optimization of advertising content, and the hidden

vectors output from each layer in the deep neural network model proposed in this paper are given

di�erent importance through the attention mechanism. Instead of directly in the deep neural network

directly into the next layer for processing, to avoid the loss of information, as a way to fully mine

the information in the deep neural network, so it improves the e�ect of intelligent optimization of

advertising content. Therefore, the model e�ect of the deep neural network model proposed in this

paper is better than other comparative models.

Table 1. Model comparison analysis results

Model
Criteo KKBox

AUC Logloss AUC Logloss

FM 0.7925 0.4662 0.8194 0.5263

DeepFM 0.7952 0.4638 0.8266 0.5184

DCN 0.8022 0.4571 0.8283 0.5147

AFM 0.8037 0.4541 0.8316 0.5065

xDeepFM 0.8175 0.4532 0.8554 0.5052

AutoInt 0.8261 0.4228 0.8601 0.4895

AFN 0.8293 0.4213 0.8654 0.4889

DCN V2 0.8334 0.4192 0.8655 0.4848

FmFM 0.8442 0.4167 0.8657 0.4819

This model 0.847 0.4117 0.8675 0.4802

3.1.3. Analysis of model optimal parameters. The number of neural network layers in a deep neural

network model greatly a�ects the performance of the model. In this experiment, we verify the

e�ect on the performance of the proposed model by setting di�erent number of network layers, and

the model adopts fully connected network layers, and the number of neurons in each layer is kept

consistent at 256. In order to exclude the chance of a single experiment, three identical experiments

are conducted in this paper. The results of the in�uence of the network depth in the deep neural

network model on the e�ect of the intelligent optimization algorithm for advertising content are

shown in Figure 3. The horizontal coordinate in the �gure is the number of layers of the neural

network, and the range is set from 1 to 5. In terms of Logloss, more network layers did not achieve

the intelligent optimization of ad content that has been improving the algorithm, and fewer layers

of nerves brought less error. In terms of AUC metrics, the 2-layer (0.8692) and 3-layer (0.8749) are

comparable, but the 5-layer neuron (0.8264) greatly reduces the ad content intelligence optimization

accuracy. The reason is that the deep neural network model proposed in this paper improves the

training e�ect of the neural network by constructing low-order feature intersection, and the model

creates rich feature interaction information at the bottom layer. Therefore, only fewer nonlinear

function architectures are needed to train to obtain higher-order interaction information. Just the

opposite, too deep models instead add complexity to the model and do not improve the performance

of intelligent optimization of advertisement content. In addition, it can be seen from the results that

the AUC value (0.8692) and Logloss value (0.4012) of the model with the 2 neural network layers

setting are superior for all network depths.

In addition to the number of neural network layers, the number of neurons per layer also a�ects

the e�ciency of the algorithm. In this paper, we explore the impact on the model e�ect by changing
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the number of neurons in each layer, the number of layers of the neural network are set to 2 layers,

and the analysis results of the model's intelligent optimization e�ect of the advertisement content

under di�erent numbers of neurons are shown in Figure 4. The horizontal coordinate indicates the

number of neurons in each layer, ranging from 64 to 512. It can be concluded that the number of

neurons has a relatively small impact on the accuracy of intelligent recommendation and optimization

of advertising content, and the magnitude of the change in the index is not large under the same

scale (0.8564-0.8742). This indicates that increasing the number of neurons does not increase the

performance of the multitasking deep network model.

Fig. 3. The impact of network depth on model e�ect analysis

Fig. 4. The number of neurons is analyzed by the e�ect of the model

3.2. Ad Content intelligent optimization and recommender system performance testing

The advertisements in a new media platform are released by the company that belongs to the new

media platform. In this paper, the new media advertisement content intelligent optimization and

recommendation system designed by combining deep neural network and blockchain technology is

applied to the advertisement recommendation system of this new media platform. The system per-

formance is tested and analyzed from three aspects: system throughput, load test, and advertisement

content optimization and recommendation e�ect.
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3.2.1. System throughput test analysis. The system text recognition function is used for throughput

performance testing and demonstration, and the throughput test results of the new media advertising

content intelligent optimization and recommendation system are shown in Figure 5. In the 2000 data

test samples, the average response time of each request is 696.86ms, the throughput is 10.63/s, and

the error rate is 0. To perform text recognition in the system, the Chinese text in the request is

�rst obtained, and then the text is recognized by the deep learning model in the system and �nally

the recognition results are returned. Also from the results it can be seen that the processing and

response time of the system for each request is smoother and meets the requirements of the system's

non-functional needs.

Fig. 5. System throughput test analysis results

Fig. 6. User number - response time analysis results

3.2.2. Load test data statistics and analysis. Next, the response time of the system is tested under

di�erent load conditions, and the results of the relationship between the number of users and the

response time of the system are shown in Figure 6. It can be seen that as the system load increases,

the average response time also increases, but the increase is not large and the performance can meet

the daily demand. In order to ensure that the system can work properly within the demand range,

the system load test is an essential part. Load testing is to test the performance of the system under

a certain load condition. The load level can be either the number of users accessing the system by

their coworkers or the amount of data processed by the system online. In this paper the system

load test starts with 10 people accessing at the same time to send the request and increases in that

order. When 100 people access the request at the same time, the average response time of the

system is about 45.19ms. Thus the system can satisfy multiple simultaneous accesses and meets the

non-functional load requirements.
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3.2.3. System e�ciency test results. The calculation time for optimizing and recommending adver-

tisement content to a single user for di�erent numbers of new media advertisements in the adver-

tisement pool is tested, and the test results are shown in Table 2. In the advertisement intelligent

optimization and recommendation system, optimizing the content of new media advertisements for

users is the core function, and as the number of new media advertisements in the advertisement

pool of the system grows more and more, the time spent on advertisement intelligent optimization

and recommendation for a user also grows longer. In the process of intelligent optimization and

recommendation of advertisement content, we mainly sort and recommend from the matching degree

of user's interest preference and advertisement theme, and the similarity between user's preference

vector and advertisement keyword vector. Therefore, it can be seen from the results that as the num-

ber of new media advertisements in the ad pool increases, the time required for content intelligent

optimization and recommendation also increases gradually. When the number of advertisements is

500, the time required by the system is only 0.053 s. When the number of advertisements is 10,000,

the time required to intelligently optimize and recommend other advertisements of interest to a user

is only 0.396 s, which meets the non-functional requirements of the system for the running time of

the advertisement content intelligent optimization algorithm.

Table 2. Advertising number - optimization and recommendation time analysis results

Advertising number Computation time (s) Advertising number Computation time (s)

500 0.053 5500 0.228

1000 0.054 6000 0.278

1500 0.096 6500 0.282

2000 0.108 7000 0.285

2500 0.146 7500 0.33

3000 0.147 8000 0.336

3500 0.176 8500 0.337

4000 0.176 9000 0.386

4500 0.178 9500 0.39

5000 0.19 10000 0.396

3.3. E�ectiveness of the application of intelligent optimization system for new media advertising

content

For users, their attitudes and behaviors towards new media advertisements can be divided into

four categories: not interested in clicking, not interested in clicking by mistake, wanting to learn

more about the details of clicking and browsing and then exiting the advertisement, browsing the

advertisement to learn more about the details of the advertisement and then participating in the

activity, downloading the APP or purchasing the goods. For users who have clicked on new media

advertisements, the user's attitude can be determined by the length of time the user stays in the

advertisement content. In this paper, the data collected from users of a new media platform include

the time stamps of users clicking on new media advertisements and the time stamps of users going

to the next page/jumping out of the current page, so that the length of stay of users on new media

advertisements can be obtained. This paper combines the collected user data of a new media plat-

form with the statistics of the advertisement browsing time of users under the original advertisement
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content recommendation system and the intelligent optimization content and recommendation sys-

tem of the new media platform to analyze the actual application e�ect of the content optimization

and recommendation system. As shown in Figure 7, the browsing time of new media ads by users is

generally controlled at about 10s-30s under the application of the original advertisement recommen-

dation system, and some users will not browse new media ads at all. It can be assumed that users

who stay in the new media ads for a very short time are likely to misuse the ads and are less interested

in the ad content. Users who stay in new media ads for too long are likely to forget to close or jump

out of the page after browsing the ads. With the application of intelligent content optimization and

recommendation system, the advertisement browsing time of about 20,000 users reaches about 58s,

and the browsing time of most users is higher than 50s, which indicates that the advertisement con-

tent intelligent optimization and recommendation system combining multi-task deep neural network

and blockchain technology can accurately analyze the user's preference and realize the intelligent

optimization of advertisement content.

Fig. 7. Users browse for time statistics

4. Conclusion

In this study, the attention module in the multi-task deep neural network model is used to analyze

the information and advertisement content keywords of di�erent users in the new media platform,

so as to realize intelligent new media advertisement content optimization. Then it combines with

blockchain technology to construct a new media advertisement content optimization and recommen-

dation system. The performance of the model and the system is tested, and it is found that the

deep neural network model proposed in this paper slightly improves the e�ect of intelligent opti-

mization of advertisement content in the KKBox dataset compared with xDeepFM, with the AUC

index being 1.21% higher than that of xDeepFM, and the Logloss index being 0.25% lower than

that of xDeepFM. Meanwhile, it is found that the new media advertising content optimization and

recommendation system has an average response time of 696.86ms per request with an error rate

of 0 under 2000 data tests, and the system can satisfy multiple simultaneous accesses, which meets

the non-functional load requirements. Exploring the application e�ect of the system in the actual

environment of a new media platform, it is found that under the application of intelligent content

optimization and recommendation system, the advertisement browsing time of about 20,000 users

reaches about 58s, and the browsing time of most users is higher than 50s, which is much higher
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than the browsing time under the application of the original advertisement recommendation system

of the new media platform.

Hence, no matter for the purpose of pro�tability and platform development, the intelligent opti-

mization and recommendation system for new media advertisement content proposed in this paper

appears to have high application value. While realizing personalized ad content optimization and

accurate recommendation for new media users, it also realizes the ad con�guration management and

other management functions that the ad system should have.
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