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abstract

The rapid growth of multilingual information online has made traditional translation insu�cient,

highlighting the need for intelligent language translation. This study employs a convolutional neu-

ral network to extract visual features from translated images and uses region-selective attention to

align text and image features. The fused information is then processed through a sequence model to

develop a computer vision-based translation algorithm. Results show that the proposed algorithm ex-

cels in key evaluation metrics, improving translation quality. It maintains a low leakage rate (1.30%),

a mistranslation rate of 2.64%, and an average response time of 67.28ms. With strong generaliza-

tion and applicability in multilingual translation, the algorithm demonstrates high performance and

promising real-world applications.

Keywords: convolutional neural network, attention mechanism, transformer, sequence model, intel-

ligent language translation

1. Introduction

In recent years, with the rapid improvement of arti�cial intelligence technology, the translation tasks

of translation robots are becoming more and more complex, the translation demand gradually tends

to be intelligent and technological, and computer vision is widely used in the �eld of language trans-

lation. Computer vision is a technology that uses computers to perceive and judge the physical

world, which involves computers, cameras, digital image processing, and recognition techniques for

examining and analyzing images of physical objects [24, 1]. It captures images by virtue of a camera

or other image sensor, reduces image noise and enhances image contrast during preprocessing, and
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subsequently recognizes and extracts meaningful information or features from the image through fea-

ture extraction algorithms [13, 16]. In the �eld of text translation, computer vision realizes accurate

recognition of text characters through corresponding character matching, localization and segmen-

tation algorithms to further enhance the language translation e�ect, which has certain practical

application signi�cance in the �eld of machine translation [18, 22, 2].

As people's requirements for the accuracy and translation quality of automatic language transla-

tion are getting higher and higher, grammatical error correction of language translation has gradually

become an important way for people to improve the quality of language translation [6, 7]. Using

computer vision to accurately recognize and classify the text characters of the translated language

can realize English grammatical error correction and accurate translation, providing e�ective data

support for language machine translation [11, 19, 3]. In addition, no matter machine translation

tools or auxiliary translation tools, they usually pay more attention to the improvement of transla-

tion e�ciency, as well as the lightweight upgrade of the product and better user experience when

translating in English [25, 21]. The machine vision system for language translation can realize fully

automatic proofreading of translations and improve the e�ciency and quality of language translation

by incorporating semantic understanding, word frequency statistics, multi-level metric algorithms,

similarity algorithms and other technologies [8, 15, 12].

[23] proposed an end-to-end Visual Translation Embedding Network (VTransE) designed for image

visual relation localization and prediction. The model represented images in a low-dimensional space

as simple syntactic vectors and facilitated object-relationship knowledge transfer by introducing a

feature extraction layer, which supported both training and inference of linguistic data. [14] developed

a visual-semantic embedded long short-term memory (LSTM) network framework that e�ectively

leveraged the relationship between sentence semantics and visual content by constructing a visual-

semantic embedding space. This approach addressed the issue where previous visual translation

systems generated sentences with true context but incorrect semantics and demonstrated improved

performance in computer vision-based language translation tasks. [10] enhanced the neural machine

translation model for computer vision applications by proposing a top-down feedback approach,

which provided a simpler and more e�ective encoding representation of translated text features

compared to traditional feed-forward feature encoding. Additionally, a noise-reducing self-encoder

strategy was introduced to strengthen the encoder's ability to capture latent features of the source

sentence, thereby improving neural machine translation performance. [5] utilized a language model

to compute a weighted combination of multiple semantically similar words and embedded words

with optimal semantics based on contextual information. This method achieved high accuracy on

a machine translation dataset related to computer vision tasks. [17] demonstrated that on-the-�y

image translation enabled real-time translation of source language text in images into the target

language. The study further showed that establishing contextual links between images and text

through computer vision techniques enhanced user comprehension of the translated text.

In this paper, we use convolutional neural network to extract the visual features of the images

in the translated graphic content, and apply the attention mechanism to extract the correlation

features of the image and text semantics, get the attention matrix of the text semantics-visual

feature similarity, and realize the alignment operation of the image and text features. Subsequently,

the information of each modal feature is fused and processed, input into the sequence translation

model based on encoding and decoding, and output the translated language results through dynamic

real-time adjustment. In this study, the performance of the intelligent language translation algorithm

is tested by using datasets containing content in di�erent translated languages, and the translation
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accuracy and response feedback time of the intelligent language translation algorithm are analyzed

through the application in real scenarios, so as to explore the application e�ect of the intelligent

language translation algorithm.

2. Method

2.1. Visual information feature extraction methods

Due to representation or modeling limitations, the models are not able to take maximum advantage in

integrating image visual semantics into the model. The source text can perform the translation task,

but using only linguistic information fails to accurately extract the data features, in this paper, the

inputs of each modality are feature extracted to obtain the respective feature vector representation,

the embedding vectors of the text sequences are extracted using pre-trained text encoders, and the

local features in the image are extracted using convolution [20], with the following formula:

h =
h− f + 2p

s
+ 1, (1)

p =
f − 1

2
. (2)

First set the size of each convolution to 8× 8, assuming that the step size s = 1, h represents the

image height, p represents the image �ll. Convolution process, the use of step size to control the size

of the output data and the ability to extract, the more the convolution kernel can be extracted to

the more features, of course, here also need to pay attention to the network complexity is too high

caused by the phenomenon of over�tting.

Convolutional stereo image there are three RGB channels, each channel of the image dimension

is 6 × 6 × 3, the image of the convolution process, the number of channels of the �lter must be

consistent, this paper uses 3× 3× nmg multi-�lter to get 4× 4 convolution of the image dimension,

the output dimension is 3× 3× 3.

2.2. Visual semantic and textual information fusion strategies

2.2.1. Text and image visual semantic alignment methods. In this paper, the region selective atten-

tion mechanism [9] is applied to the extraction of feature information in the image with the degree

of semantic relevance to the text, to minimize the attention of the intelligent language translation

model to irrelevant information in the image. When using the region selective attention mechanism

to calculate the visual representation of the perceived text, the random sampling method will be ap-

plied, so that X = {x1, x2, ..., x3} represents the text vector representation of the text sequence after

pre-training and linear mapping, and F = {f1, f1, ..., fn} represents the visual representation of the

text vector mapped to the text vector in the asked dimension after the image feature extraction, and

then the text vector and the visual representation are subjected to the multi-attention computation

to obtain the text semantic-visual feature similarity attention matrix Matrixsim.

where each element si in the attention matrix Matrixsim is represented as the similarity score

between each source language word vector xi and image feature vector F . After that, based on the

similarity score si, the image feature index that is most relevant to each source language word vector

xi is selected as shown in Eq. (3):

ji = argmax(si). (3)
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Obtaining the sampling results of each element in the attention matrix Matrixsim means sampling

the image regions with high correlation with the word vectors at the current moment in the text,

and �nally all the sampling results form the region selection matrix Matrixselect. After that, the

attention matrix Matrixsim is normalized to transform the similarity into a probability distribution,

and the normalized attention matrix is multiplied by the region selection matrix Matrixselect element

by element, to get the �nal graphic and textual cross-modality Attention Matrix Matrixtext−vision,

as shown in Eq:

Matrixtext−vision = Matrixselect × softmax(Matrixsim). (4)

The visual feature imagefeatspatial is multiplied with the graphic cross-modal attention matrix

Matrixtext−vision to obtain the �nal textual visual alignment representation text−visionrepresentation.

2.2.2. Information integration strategy. Intelligent language translation algorithms use a sequence

translation model based on encoding and decoding. The input is taken as a sequence of source

language words p = f−1
2

and the output is a sequence of target language words Y = (y1, y2, ..., yn).

The goal of the NMT model is to learn the model that maximizes the probability of using Y given X,

i.e., P (X|Y ). The method of combining other modal information is by manipulating the sequence

of elements in a Transformer-based multi-head mechanism to form a new sequence. Each layer of

the encoder layer consists of two sub-layers, Multihead Attention and Dot Feedforward Network.

For a given source text sentence x, each word source is the sum of word embedding and positional

encoding. The computational formula is as follows:

PE(pos, 2i) = sin(pos/100002i/dmodel), (5)

PE(pos, 2i+ 1) = cos(pos/100002i/dmodel), (6)

can be encoded using the same multilayer stacking approach, where each layer consists of two fully

connected sublayers. In addition, batch residual connectivity and normalization are introduced for

each sublayer. It should be noted that when iterating the customized layers, the list cannot be used

directly, otherwise it may lead to the model weights and data inputs not being on the same device

during the training process; meanwhile, when performing the model training, the updating of the

parameters of each layer can easily lead to the instability of the computed values due to the drastic

changes of the output layer. At this point, it is necessary to introduce batch normalization and use a

small batch of mean and standard deviation to output the intermediate layers of the visual network

to stabilize the stability of the output values of each layer of the neural network.

Each decoder consists of three sublayers, namely, masked multi-head attention, multi-head atten-

tion, and pointwise feedforward network. In this case, the query matrix Q, the key matrix K and

the value matrix V in the multi-head self-attention function receive the output of the masked multi-

head attention sublayer and the output of the encoder as inputs, respectively. After the target is

embedded, the output is embedded and positional coding is added to obtain the input of the decoder

layer. The formula is:

Attention(Q,K, V ) = softmax(k)(
QKT

√
dk

)V. (7)

Intelligent language translation algorithms can more accurately translate �source text� into �target

language� through images. The most important feature of the intelligent language translation model

based on computer vision in this paper is the introduction of contextual visual information guiding

vectors, which are used to dynamically learn to generate multimodal context vectors for translation,
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a mechanism that allows the model to take full advantage of multimodal data when dealing with

translation tasks. Speci�cally, the model is architecturally augmented with a key component that

captures and fuses the correlations between text and images through a specially designed component

to distill valid contextual visual information guidance vectors from the input visual content.

The process of generating this guidance vector is dynamic and adaptive, and it can be adjusted

in real time according to speci�c input scenarios (e.g., graphic content), resulting in a highly rele-

vant multimodal contextual representation. This representation not only re�ects the grammatical

structures and lexical meanings in plain text, but also integrates the unique contextual information

conveyed by visual elements, such as character expressions, object locations, action indications, and

other non-textual descriptions of important content.

In practice, the model guides translation decisions based on this multimodal context vector when

generating translation results, ensuring that the translated text not only accurately corresponds to

the literal meaning of the original text, but also aptly re�ects the speci�c context in which the original

text is embedded, thus greatly enhancing the quality of translation and the e�ciency of cross-lingual

and cross-cultural communication.

The decoder in this paper is an extension of the Transformer decoder [4], where the generated

sequences are used as inputs, and the hidden states of the target layer are used to generate multiple

heads of attention through the stacking of the LDs in the same layer, enabling the model to represent

the subspace information at di�erent locations as input D(l − 1) ∈ R, where D(0) is the dimension

of the source sentence in layer L − 1, dw is the dimension of the model, and D(0) denotes the

concatenation of all the source words in the corpus:

H(l)e = MultiHead(D(l−1), D(l−1), D(l−1)), (8)

H(l)d = MultiHead(T (l−1), T (l−1), T (l−1)), 1 ≤ l ≤ Ld. (9)

A trained model is introduced for experimentation and then predictions are made on the speci�ed

data:

MultiHead(K,Q, V ) = Concat(head1, · · · , headh)Wo, (10)

where

headi = Attention(QWQ
i , KWK

i , V W V
i ), (11)

2.3. Intelligent language translation modeling

Based on the above image visual feature extraction and text and image visual feature fusion strategy,

this paper constructs an intelligent language translation model based on computer vision, and the

basic �ow of the model is shown in Figure 1. After extracting the textual and image visual features

in the text to be translated, a textual-visual semantic alignment similarity matrix is formed by cal-

culating the similarity between the textual information and the visual information. Then, according

to this similarity matrix, redistribute the weights to the visual information to get the textual visual

semantic alignment representation, which e�ectively combines the visual information with the textual

information to better re�ect the correlation between the text and the image, so as to provide richer

visual context and information. In the process of generating visual information, this paper mainly

focuses on the object location and semantic information in the image, which is more inclined to the

local features to supplement the scene context for the intelligent language translation process. In the

�rst step, the text input is encoded by a parallel pre-training module to obtain the text representa-

tion textrepresemtation. In the second step, the image input is feature extracted by the FasterR-CNN
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convolutional neural network model to obtain the image feature vector imagefeatspatial. It can be

seen from the third and the fourth steps that when the dimensions of the image features are unequal

to the dimensions of the text representation, the image features are mapped by a linear layer to

make their dimension matches with the textual representation. In the �fth and sixth steps, the dot

product of the transpose of the textual representation and the image features is used to obtain the

textual visual semantic alignment attention matrix, which is normalized using the softmax function

to map the attention weights to probability distributions. In the seventh step, the textual visual

semantic alignment attention matrix is utilized and multiplied with the image features to obtain the

visual textual semantic alignment representation vision− textrepresentation. The role of the attention

matrix is to weight the di�erent image features for better fusion with the textual representation. In

the ninth and tenth steps, the textual representation is fed into the text encoder of the Transformer

to get the textual hidden representation texthidden. In the twelfth and thirteenth steps, the textual

visual semantic alignment representation is fed into the visual encoder of the Transformer to get the

visual hidden representation imagehidden. Finally, the textual hidden representation and the visual

hidden representation are used as the outputs of the �nal translation result.

Fig. 1. Intelligent language translation algorithm process

3. Results and discussion

3.1. Intelligent translation algorithm performance test

3.1.1. Experimental data set.

1) Test Set. In order to verify the e�ectiveness of the intelligent language translation algorithm built

based on computer vision in this paper, the algorithm is tested on each language translation task

in WMT 21 Metrics Task and WMT 22 Metrics Task respectively.The statistics of the number of

systems and the number of sentence pairs contained in a single system in �ve translation language

pairs, namely, German-Chinese, English-Chinese, Korean-Chinese, French-Chinese, and Japanese-
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Chinese, are shown in Table 1. Chinese, Korean-Chinese, French-Chinese, and Japanese-Chinese,

the statistics of the number of systems and the number of sentence pairs contained in a single system

are shown in Table 1, where the total number of sentence pairs = the number of systems × the

number of sentence pairs contained in a single system. The total number of sentence pairs in the

German-Chinese language in the WMT 21 Metrics Task dataset and the WMT 22 Metrics Task

dataset are 41364 and 22935, respectively.

2) Training Set. For German-Chinese and Japanese-Chinese language translation tasks, this paper

uses the WMT 15-17 Metrics Task German-Chinese and Japanese-Chinese language pairs of sentence-

level task datasets for training. For English-Chinese, Korean-Chinese and French-Chinese translation

tasks, this paper uses the sentence-level task dataset of WMT 17-19 Metrics Task for training.

Table 1. The test set is calculated according to the statistics

Data set Data German- Chinese English - Chinese Korean - Chinese French - Chinese Japanese - Chinese

WMT 21 Metrics Task

System number 27 10 20 16 10

The log of a single system 1532 1209 1517 1275 1766

Sentence to total 41364 12090 30340 20400 17660

WMT 22 Metrics Task

System number 15 19 10 11 20

The log of a single system 1529 1659 1771 1444 1163

Sentence to total 22935 31521 17710 15884 23260

3.1.2. Baseline methodologies and evaluation indicators. Comparison benchmarking models include

several key approaches.

1) SCST directly optimizes evaluation metrics through a policy gradient approach to reinforcement

learning, using the model's self-generated sequences as benchmarks against non-di�erential evaluation

criteria (e.g., BLEU or CIDEr), with a view to directly boosting the scores of these evaluation metrics

during the training process.

2) The Up-Down model uses a dual attention mechanism - the Bottom-Up mechanism focuses on

recognizing key object features in the image, while the Top-Down mechanism directs visual attention

based on the context of the generated text.

3) The RFNet model uses a recurrent neural network structure to fuse and re�ne features from

di�erent convolutional layers layer by layer, which enhances the representation of features in spatial

and channel dimensions.

4) GCN-LSTM combines Graph Convolutional Networks (GCN) and Long Short-Term Memory

Networks (LSTM) with the aim of capturing complex object relationships within an image by GCN to

construct a high-level visual graph representation, while LSTM is responsible for generating coherent

and closely related textual descriptions using this representation.

5) M2Transformer e�ectively integrates visual and textual information through multimodal infor-

mation fusion and multi-attention mechanism to generate more accurate and detailed image descrip-

tions.

6) The bilinear attention mechanism introduced by X-Transformer strengthens the interaction

between image and linguistic features, and promotes the signi�cant improvement of the image de-

scription generation process.

In this paper, standard description evaluation metrics, including BLEU-4 and METEOR, are used

to evaluate the intelligent language translation algorithm proposed in this paper.

BLEU is a performance evaluation method widely used in the �eld of machine translation, and has
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been gradually extended to other tasks of natural language processing, including image description

generation, in recent years. The core of this metric is to evaluate the quality of the generated text

through the similarity between the machine-generated text and a series of reference texts, with the

basic idea that �the closer the machine translation is to the human translation, the better�.The

calculation of BLEU is based on the degree of overlap between the generated descriptions and the

reference descriptions with di�erent granularities (i.e., n-grams). The calculation of BLEU is based

on the degree of overlap of di�erent granularities (i.e. n-grams) between the generated description

and the reference description. Common values of n are 1, 2, 3, and 4, which correspond to di�erent

levels of granularity.

METEOR is a metric for evaluating the quality of machine translation, and has also been widely

used in the evaluation of image description generation in recent years. It was originally designed

to make up for the shortcomings of traditional evaluation metrics such as BLEU, especially in as-

sessing the match between the translated text and the reference text in a more �ne-grained and

comprehensive way. The calculation formula of the assessment metrics is as follows:

BLEU = BP · exp

(
N∑

n=1

wn log pn

)
, (12)

Fmean =
10PR

R + 9P
, (13)

Meteor = Fmean

(
1− 0.5(c)3

m

)
. (14)

3.1.3. Experimental results and analysis. This section will mainly show the experimental results and

analysis of intelligent language translation algorithms based on computer vision, which are mainly

divided into the following three kinds, performance experimental results comparison with existing

methods and ablation experimental analysis.

1) Performance comparison analysis. The results of the performance comparison between the intelli-

gent language translation algorithm proposed in this study and the current state-of-the-art methods

on the WMT 21 Metrics Task and WMT 22 Metrics Task test datasets are shown in Figure 2, with

2a-2e representing the performance in German-Chinese, English-Chinese, Korean-Chinese, French-

Chinese, and Japanese-Chinese translation, respectively. It can be seen that the proposed method

obtains an average of 85.42, 79.71, 65.71, 54.50, and 34.52 on the metrics B@1 (BLUE-1), B@2

(BLUE-2), B@3 (BLUE-3), B@4 (BLUE-4), and M (Meteor), which are all superior to all the com-

pared methods. Speci�cally, on the Meteor metrics score, the model in this paper (34.52) achieves

a +1.14% increase compared to the best performing X-Transformer (34.13). This result not only

demonstrates the robustness of this paper's intelligent language translation model in understanding

the translated content of images and its relevance, but also emphasizes the superior performance

in generating high-quality and relevant language translated text. Similarly, on the BLEU-4 score,

compared to the best method X-Transformer (53.76), this paper's model (53.76) also shows an im-

provement of +1.38%, further validating the e�ectiveness of this paper's proposed method in accu-

rately capturing key information and converting it into an accurately described translation language.

Combining the results of these quantitative metrics comparisons, we can see the overall advantages

of this paper's model in several key evaluation metrics, highlighting its innovative contribution to

improving the quality of translation language generation.
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2) Results of ablation experiments. In order to evaluate the e�ectiveness of the proposed visual feature

extraction module (M1) and image text visual feature fusion module (M2), this study explores the

e�ect of each component on the model performance by constructing ablation models with di�erent

settings. The experiments consisted of the following three con�gurations: a base model without any

modules, the integration of the M1 module on top of the baseline model, and the integration of both

the M1 and M2 modules into the baseline model. The results of the ablation experiments are shown

in Table 2. In the experiments on the WMT 21 Metrics Task and WMT 22 Metrics Task datasets,

the addition of the M1 module alone resulted in a 1.52%, 3.45%, 1.75%, and 5.26% improvement

of the B@4 and Meteor indicators, respectively, which emphasizes the e�ectiveness of the visual

feature extraction module in guiding the intelligent language translation algorithm to understand

and translate the content more accurately. Further, when the M2 module is integrated on top of

the M1 module, the performance of the Intelligent Language Translation Model is enhanced even

further, reaching new heights in all evaluation metrics. In particular, the B@1 and Meteor scores

were increased by 3.94%, 3.74%, 8.61% and 8.64% respectively compared with the baseline model,

which fully proved the signi�cant role of the text and image visual feature fusion module in promoting

the deep integration of visual information and text information, and then improving the quality of

model language translation generation. This experimental result not only veri�es the superiority of

the intelligent language translation model proposed in this paper on the translation task, but also

reveals the key role of the two modules in improving the performance of the model.

Table 2. Ablation experiment analysis results

M1 M2
WMT 21 Metrics Task

B@1 B@2 B@3 B@4 Meteor

× × 83.26 75.94 62.31 52.49 33.69
√ × 85.69 76.23 64.59 53.29 34.28
√ √

86.54 78.94 66.59 55.67 36.59

M1 M2
WMT 22 Metrics Task

B@1 B@2 B@3 B@4 Meteor

× × 81.26 78.56 62.39 49.52 29.87
√ × 82.63 79.88 64.21 51.23 31.44
√ √

84.3 80.48 64.83 53.33 32.45

3.2. Example analysis of intelligent language translation algorithm

3.2.1. Analysis of the e�ectiveness of multilingual translation. This paper veri�es the application

e�ect of this paper's intelligent language translation model in translating the content containing

graphic information through example analysis, and utilizes manual proofreading to examine the

translation results obtained by the intelligent language translation model, analyzing them from four

aspects, namely, omission, mistranslation, semantics, and sequencing, respectively. In order not to

lose the generality, three language translation sentences with large di�erences in length are chosen as a

comparison. In order to more quantitatively analyze the e�ect of the relative distance method on the

translated sentences of di�erent lengths, this paper divides the language translated texts containing

graphic information into three categories in total, short, medium and long. Among them, sentences

containing less than 15 words are considered short sentences, sentences containing 15 to 25 words
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are considered medium sentences, and sentences containing more than 25 words are long sentences.

The comparison of the number of short, medium and long sentences in each language category in

the graphic content set to be translated is shown in Table 3, with short sentences accounting for the

largest proportion (67.66%-79.54%).

(a) German- Chinese (b) English � Chinese

(c) Korean - Chinese (d) French � Chinese

(e) Japanese - Chinese

Fig. 2. WMT 21 metrics task data center analysis

Using the intelligent language translation model proposed in this paper to translate various types

of language content, the translation results obtained by the model are examined using manual proof-

reading, and the results obtained are shown in Table 4. It can be seen that the intelligent language

translation model established based on computer vision in this paper has an average proportion

of 2.64% and 1.30% of mistranslated and omitted content in the actual scenario of multi-language

translation, and the translation correctness rate of semantic as well as sequential translations in

the translated content reaches 93.59% and 97.49% respectively. From the perspective of translation

results in di�erent languages, the intelligent language translation algorithm has the lowest omis-

sion rate in Korean-Chinese phrase translation, which is only 0.68%. The correct rate of semantic
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translation in French-Chinese language and the correct rate of sequential translation in Japanese-

Chinese language are 95.53% and 98.05%, respectively, which have achieved good results in practical

application.

Table 3. The number of short and long sentences is compared

Sentence category
Short sentence Middle sentence Long sentence

Number Proportion Number Proportion Number Proportion

German- Chinese 14794 76.01% 4473 22.98% 197 1.01%

English - Chinese 13707 79.54% 3234 18.77% 292 1.69%

Korean - Chinese 11649 75.15% 3639 23.47% 214 1.38%

French - Chinese 14185 75.19% 4413 23.39% 267 1.42%

Japanese - Chinese 9167 67.66% 4160 30.70% 222 1.64%

Table 4. Example translation analysis results

Language Type Mistranslation (%) Omission\newline (%) Semantic accuracy (%) Sequential accuracy (%)

German- Chinese

Short sentence 2.49 2.75 93.72 95.08

Middle sentence 4.06 0.75 93.08 99.27

Long sentence 3.78 2.72 94.55 99.33

English - Chinese

Short sentence 3.42 0.57 90.34 95.82

Middle sentence 1.08 1.19 93.69 96.78

Long sentence 0.93 1.66 97.89 96.05

Korean - Chinese

Short sentence 3.7 0.33 95.42 98.77

Middle sentence 2.87 1.23 97.08 99.25

Long sentence 2.37 0.48 90.36 96.13

French - Chinese

Short sentence 4.71 2.78 96.04 97.76

Middle sentence 1.08 1.98 94.06 96.74

Long sentence 0.07 0.69 96.48 96.61

Japanese - Chinese

Short sentence 1.94 1.45 90.69 97.37

Middle sentence 3.57 0.03 91.76 99.67

Long sentence 3.55 0.93 94.09 97.69

Average 2.64 1.30 93.95 97.49

Fig. 3. Algorithm translation response time

3.2.2. Analysis of model translation speed. Finally, this paper analyzes the empirical performance of

the intelligent language translation model from the perspective of translation speed. The translation

speed performance test of the intelligent language translation algorithm in real scenarios is carried

out under a single machine to measure the translation response time of the algorithm under di�erent

input contents, and the results of the analysis of the inferred response time of the intelligent language
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translation algorithm are shown in Figure 3. The average response time of the intelligent language

translation algorithm in real scenario applications stays around 67.28ms. In addition, the overall

translation time improves with the increase of the sentence length of the text contained in the

graphic information, keeping the response below 69.39ms in the range of normal sentence length

(10-60). In summary, the intelligent language translation algorithm based on computer vision is able

to meet the performance requirements of users.

4. Conclusion

In this paper, visual feature information is extracted based on convolutional neural network model,

and image visual features and textual information features are processed by sequence translation

model containing attention mechanism, and the translated language results are output to get the

intelligent language translation algorithm based on computer vision. The performance of the algo-

rithm is tested and analyzed, and the application e�ect of the algorithm is analyzed through empirical

applications, and the results show that:

1) In terms of Meteor and BLEU-4 index scores, this paper's algorithm (34.52, 53.76) achieves

+1.14% and +1.38% growth compared to the best-performing X-Transformer (34.13, 53.76), which

con�rms the comprehensive advantages of this paper's model in several key evaluation indexes and

highlights its ability to improve the translation language generation performance in terms of quality.

Meanwhile, it is found that the visual feature extraction module and the image-text visual feature

fusion module proposed in this paper play a key role in improving the performance of the model.

2) In the application of practical scenarios, the intelligent language translation model of this paper

has an average ratio of 2.64% and 1.30% of mistranslations and omissions in the actual scenarios of

multi-language translation, and the omission rate is the lowest in the translation of Korean-Chinese

language, which is only 0.68%, which achieves better results in practical application. In addition, the

average response time of the intelligent language translation algorithm in practical scene applications

is maintained at about 67.28ms, which can meet the performance requirements.

The intelligent language translation algorithm proposed in this paper has excellent multilingual

translation performance, and has great development potential and broad application prospects in the

future translation �eld.
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