
J. COMBIN. MATH. COMBIN. COMPUT. 124 (2025) 207�217

Journal of Combinatorial Mathematics
and Combinatorial Computing
www.combinatorialpress.com/jcmcc

Research on semantic segmentation methods for RGB-D

urban scenes in the context of arti�cial intelligence

Xiangling Ma1, Xiangyang Ma2,�, Minghui Qiu1

1 School of Information Technology and Engineering, Guangzhou College of Commerce, Guangzhou, Guangdong,

511363, China

2 Human Resources O�ce, Shandong Jianzhu University, Jinan, Shandong, 250101, China

abstract

To solve the problem of identifying intrinsic relationships between objects and mirror segmentation

in semantic segmentation of urban scenes using current multi-modal data, this study innovatively

integrates color images, depth information, and thermal images to propose a network model that in-

tegrates modal memory sharing and form complementarity, and a hierarchical assisted fusion network

model. Compared with existing advanced urban scene semantic segmentation methods, the proposed

method performed excellently in terms of performance, with an average pixel accuracy and mean

intersection over union of over 80% for di�erent objects. In addition, the research method achieved

clearer and more complete segmentation results by strengthening contextual associations, and edge

processing is also smoother. Even in object segmentation with similarities in distance, shape, and

brightness such as "vegetation" and "sidewalk", the research method still maintained high accuracy.

The research method can e�ectively handle the complexity of urban scenes, providing a new solution

for semantic segmentation of multi-modal data in urban scenes.
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1. Introduction

The purpose of semantic segmentation task is to recognize the semantic categories of pixels in an

image based on the content of the input image. As the foundation of intelligent scene understanding,

semantic segmentation is of great research signi�cance and is widely used in �elds such as autonomous

driving and robot perception [3, 16, 5, 10]. The earlier semantic segmentation of indoor scenes is
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based on RGB images to calculate the semantic segmentation results, due to the in�uence of many

object categories in the scene, serious mutual occlusion phenomenon between objects [12, 13, 15],

light imbalance and other problems, it is di�cult to accurately segment the complex scene only by

unimodal RGB information, so the e�ect of semantic segmentation of indoor scenes based on RGB

images needs to be further improved [18, 11, 17].

In recent years, with the emergence of depth sensors, RGB images containing texture information

and Depth images containing depth information can be obtained synchronously, which promotes the

research of semantic segmentation of indoor scenes based on RGB-D images, but the current RGB-

D semantic segmentation methods still su�er from the problem of insu�cient fusion of RGB and

Depth information [4, 14, 6, 1]. RGB images are able to describe the appearance information such as

color and texture of an object, and depth images can describe the spatial geometric information of an

object. Compared with RGB images, Depth images provide light-independent geometric information,

which helps to reduce the uncertainty of semantic segmentation caused by di�erences in lighting

conditions [8, 2, 9, 7].

In summary, the current semantic segmentation methods mainly include deep learning methods,

multi-resolution learning methods, and multimodal data methods, each of which has its own advan-

tages. However, deep learning methods typically require mass annotated data for training, which

can be expensive and time-consuming in practical applications. Although multi-resolution learning

methods can improve detail recognition ability, they may increase computational complexity and

a�ect real-time performance. Multi-modal data methods also face challenges in data fusion and han-

dling inconsistencies. In view of this, taking urban street scenes as the research object, this study

innovatively proposes a network model that combines modal memory sharing and form complemen-

tarity, as well as a hierarchical assisted fusion network model. These models utilize RGB-D and

Thermal image data within a supervised learning framework to explore better solutions for semantic

segmentation problems. This multi-modal data fusion and innovative network architecture design

aims to further improve the performance of semantic segmentation while reducing dependence on a

large amount of annotated data to meet real-time and robustness requirements.

2. Methods and materials

2.1. Construction of complementary network and modal memory sharing model for urban scene

morphology based on RGB

The fusion algorithm based on multi-modal and multi-level features has shown great potential in

computer vision. In order to e�ectively integrate multi-modal information, various fusion strategies

have been proposed and have achieved certain results. However, these methods still face some

challenges. The current main challenge lies in how to make the model not only limited to identifying

and analyzing the features of individual samples, but also able to recognize the inherent connections

between samples, and how to more e�ectively integrate feature information of di�erent scales to

optimize the performance and generalization ability. In order to address the challenges in urban

scene analysis, a RGB-based urban scene form complementary network and modal memory sharing

model, namely RGB-MMS-MCN model, is proposed. This model aims to enhance the accuracy and

robustness of urban scene recognition by integrating multiple sources of data. The overall framework

structure of the RGB-MMS-MCN model is shown in Figure 1.

As shown in Figure 1, the RGB-MMS-MCN model adopts an encoder-decoder structure to ef-
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fectively process and analyze RGB and Thermal data in urban scenes. Among them, the encoder

part is based on a backbone network (Segmentation Transformer, SegFormer), which extracts modal

features by passing two types of data graphs into the RGB branch and Thermal branch, respectively.

These features are then fed into the MMS to learn and integrate the bimodal information of RGB

and Thermal maps from the entire dataset. The output of the MMS module integrates two modal

features, and the output size of the �rst three MMS modules is half of the input. Therefore, in order

to reduce the computational burden, the number of output channels for all four MMS modules is

uniformly adjusted to 64. In the decoding stage, the model constructs an integrated decoding unit,

which includes a Skeletal Pose Machine (SPM), a Convolutional Pose Machine (CPM), and an MCN.

These modules work together to achieve precise identi�cation and analysis of complex structures in

urban scenes. In the MMS module, this study extracts combinations and commonalities of features

within a range through global average pooling, while utilizing parallel branches to learn shared fea-

tures. Finally, the features of the middle branch are combined with the fused features of the upper

layer to achieve information enhancement. The contour positioning process of CPM module is shown

in formula (1).

Fig. 1. The overall framework of the RGB-MMS-MCN model


Emul = CBL (E1)× CBL (Up2 (E2)),

Ecat = Cat (CBL (E1) , CBL (Up4 (E4))),

C1 = CBL (MHDC (CBL (Emul) + CBL (Ecat))).

(1)

In formula (1), Emul and Ecat represent combined features. E1, E2, and E4 represent input feature

maps. C1 represents the �nal output feature map, which is the concatenation result of Emul and

Ecat after multi-head expansion convolution processing, and then processed by convolution blocks.

MHDC represents multi-head expansion convolution. Upi represents i-fold upsampling operation.

The entire calculation process is a feature fusion and extraction process, which enhances the model's

understanding of input data through di�erent combinations of operations. The recognition and

localization process of the SPM module target skeleton is shown in formula (2).
Eadd = Up8 (E3) + Up8 (E4),

Ecat = Cat (Up8 (E3) , Up8 (E4)),

Eenhance = CCMP (Ecat × Conv (Eadd)).

(2)

In formula (2), Eadd represents the feature map obtained by concatenating E3 and E4 after up-

sampling. Eenhance represents the feature map obtained by element wise multiplication of Ecat after

cross-channel max pooling and Eadd after convolution. The structural �ow of MCM module is shown

in Figure 2.
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Fig. 2. The overall framework of the RGB-MMS-MCN model

As shown in Figure 2, the MCM module can extract and enhance additional features of contour

information through a series of complex operations. Firstly, applying activation functions to intro-

duce nonlinearity enables the model to learn more complex feature representations. Subsequently, by

performing element by element subtraction, the key di�erences in the contour information are high-

lighted, thereby enhancing the discriminative ability of the features. Secondly, residual connections

are used to further enhance contour information. Finally, the previously extracted complementary

features, input skeleton features, and newly generated complementary features are integrated and

convolved to produce the �nal complementary features. In this way, MCM modules can not only

retain useful information from the original features, but also introduce new complementary informa-

tion. The speci�c process of MCM module form combination is shown in formula (3).{
Fm = (1− Sig (C3))× CBL (S3) + C3,

D3 = CBL (Cat (Fm, CBL (S3) , CBL (Up2 (D2)))).
(3)

In formula (3), C3 and S3 represent two di�erent input feature maps. Sig represents the Sigmoid

activation function. Fm is the feature map obtained by multiplying C3 with the convolution block

output of S3 after passing through the Sigmoid activation function, and then adding C3 element by

element. The entire calculation process is a process of feature fusion and complementarity, which

enhances and fuses features through operations such as Sigmoid activation function, element wise

multiplication, element wise addition, upsampling, concatenation, and convolution blocks, ultimately

obtaining complementary feature D3.

2.2. Construction of a hierarchical assisted fusion network model for urban scenes based on

RGB-D

Urban scene mirror segmentation refers to the process of segmenting various elements in a city,

such as buildings, roads, vegetation, etc., and mirroring them to achieve speci�c visual e�ects. This

technology can be applied in �elds such as urban planning, architectural design, virtual reality, etc.,

helping designers and developers better understand and showcase the urban environment. Although

depth information is crucial for accurate image segmentation, how to use RGB-MMS-MCN model to

accurately distinguish between images and actual objects remains a challenge to be solved. To solve

this problem, a novel RGB-D Cross-Modal and Progressive Feature Fusion Network (RGB-D-CM-

PFN) is proposed based on the RGB-MMS-MCN model, as displayed in Figure 3.

As shown in Figure 3, the RGB-D-CM-PFFN model mainly has two stages, namely the encoding

stage and the decoding stage. In the former, ConvNext is used as the backbone network and divided

into a �ve layer structure. In the �rst four layers, the study utilizes the Cross-Modal Fusion with
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Information Integration (CFI) module to fuse cross-modal information. At the same time, in the

last layer of the encoder, the study also introduces a Multi-scale Depth Attention (MDA) module to

enhance context awareness. In the decoding stage, the study adopts an inverted pyramid structure.

Among them, the �rst layer is composed of the Neural Architecture Evaluation (NAE) module, which

is responsible for describing the mirror target from di�erent perspectives. The Cross-Channel Fusion

(CCF) module in the second layer is responsible for cross-information processing. This design not

only optimizes the feature fusion process, but also enhances the semantic segmentation ability of

the model for complex urban scenes. The cross-modal information fusion process of CFI module is

shown in formula (4):{
Rai = (CA (Ri × Ci) + Sig (Conv7.7 (SA (Ri))))× Ci,

Dai = (CA (Di)× Ci + Sig (Conv7.7 (SA (Di))))× Ci.
(4)

Fig. 3. Overall framework structure of the RGB-D-CM-PFFN model

In formula (4), CA and SA represent spatial attention and channel attention mechanisms, respec-

tively, used to extract important information and global dependencies from feature maps. Rai and

Dai represent two types of feature maps processed by spatial attention and channel attention mech-

anisms. Conv7.7 represents 7×7 convolution operation. Ri, Ci, and Di represent di�erent features of

the i-th channel. The semantic enhancement process of MDA module is shown in Figure 4.

Fig. 4. Semantic enhancement process for MDA module

As shown in Figure 4, in order to enhance the model's understanding of environmental context,

LDASPP and convolutions with di�erent dilation rates (3, 6, 12) are used. To reduce the computa-

tional burden, the study also reduces the channel to 128 through convolution operations. Next, CBR

convolutional blocks are used to capture detailed information. The two branches integrate informa-

tion through cross-fusion operations. Finally, the number of channels is adjusted through convolution

to match the original input, completing the re�nement of the features. The NAE module describes

the structural �ow of mirror targets from di�erent perspectives, as shown in Figure 5.
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Fig. 5. The NAE module describes the structural �ow of the mirrored target from di�erent perspectives

As shown in Figure 5, the study �rst divides the input features into three levels, namely low,

medium, and high. This hierarchical processing helps the model capture the features of data at dif-

ferent levels, thereby more e�ectively extracting and representing information. In addition, to reduce

computational complexity, the study also uses a 1×1 convolution kernel to reduce the channel to 28

without increasing the number of parameters. The CBR module is used for precise feature extrac-

tion. In order to further enhance the expressive power of features, the study also adopts maximum

pooling and average pooling techniques to extract two di�erent spatial features. Maximum pooling

can capture salient features in an image, while average pooling can capture the global information

of the image. After fusing the features extracted by these two pooling techniques, the model can

obtain richer spatial feature representations, enhancing the expressive power of the features. Finally,

the enhanced spatial features are extracted through the CBR module and 1×1 convolution to op-

timize the feature representation. This optimized feature representation helps improve the model's

understanding of image content, especially when dealing with complex visual tasks, providing more

accurate predictions and classi�cations. In addition, during the training phase of the RGB-D-CM-

PFNN model, three di�erent loss functions are used to e�ectively supervise the multi-scale mirror

output.

3. Results

3.1. Performance testing of urban scene hierarchical assisted fusion network model based on

RGB-D

To verify the performance, a suitable experimental environment is established. The study uses

Ubuntu 16.04 as the operating system, equipped with an Intel Core i7 CPU, NVIDIA GeForce

GPU, 64GB of memory, and implements using the Pytorch framework. The urban landscape dataset

Cityscapes and PST900 are used as data sources. Among them, Cityscapes is a large-scale dataset

focused on understanding urban street scenes, containing images of 50 cities in di�erent environments.

The PST900 dataset is a dataset focused on multi-spectral RGB semantic segmentation, providing

894 pairs of synchronized and calibrated RGB and thermal imaging images. The study divides these

two datasets into training and testing sets in an 8:2. Table 1 displays the speci�c parameter settings.

According to the parameter settings in Table 1, the study introduces popular urban scene se-
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mantic segmentation models, namely Attention Mechanism-based Semantic Segmentation (AMSS),

High-Resolution Maintenance Semantic Segmentation (HRMSS), and Atrous Convolutional Feature

Extraction Semantic Segmentation (ACFESS). Firstly, a comparative experiment is conducted using

Mean Pixel Accuracy (mAcc) as the testing metric, and the test results are shown in Figure 6.

Table 1. Experimental parameter setting

Serial number Parameters Settings

1 Backbone network SegFormer-B3

2 Number of training sessions 200

3 Optimizer Ranger

4 Batch size 2

5 Initial learning rate 1×10−4

6 Weight decay 5×10−4

7 Calculation of losses Cross-entropy loss

(a) training set (b) testing set

Fig. 6. Comparison curve of average pixel accuracy for di�erent models

Figures 6a and 6b show the mAcc test results on the training and testing sets, respectively. As

shown in Figure 6, the RGB-MMS-MCN model achieved the best performance in segmenting all

types of objects. This model performs outstandingly in integrating RGB information for feature

extraction and fusion, e�ectively handling the complexity of urban scenes. The RGB-MMS-MCN

model achieves segmentation accuracy of over 80% for all types of objects. Compared with other

models, the performance improved by about 10% to 40%. The high performance of the model is

attributed to several key factors. Firstly, the RGB-MMS-MCN model adopts an advanced network

structure, which is highly suitable for processing high-resolution image data. Secondly, the model

utilizes multi-scale feature fusion technology, which enables the model to capture both large-scale

contextual information and small local details simultaneously. In addition, to determine the other

performance indicators of the RGB-MMS-MCN, a comparative test is conducted on the four models

using mIoU as the testing metric, as displayed in Figure 7.
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(a) traning set

(b) testing set

Fig. 7. mIoU test results for di�erent models

Figures 7a and 7b show the mIoU test results on the training and testing sets, respectively. As

shown in Figure 7, the RGB-MMS-MCN model achieved mIoU of 97.03%, 88.62%, 82.16%, 82.22%,

and 92.33% for motor vehicle, pedestrian, lane line, tra�c cone, and reducer belt, respectively, which

were signi�cantly better than other models. This once again proves the e�cient ability of integrating

RGB and depth information for feature extraction and fusion. The combined e�ect of multi-modal

information fusion, feature extraction network, optimized training strategy, and multi-scale feature

fusion has enabled the RGB-MMS-MCN model to perform well in semantic segmentation tasks in

urban scenes, especially in terms of segmentation details and edge accuracy.

3.2. Performance testing of urban scene hierarchical assisted fusion network model based on

RGB-D

To verify the impact of each module in the RGB-D-CM-PFNN model on the overall performance,

the study �rst conducts ablation tests using the Total Intersection over Union (IoU) as an indicator.

The test results are shown in Figure 8.

(a) traning set (b) testing set

Fig. 8. RGB-D-CM-PFFN model ablation test results
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Figures 8a and 8b display the ablation test results in the training and testing sets, respectively. As

the iteration increased, the IoU of each module in the RGB-D-CM-PFNN model gradually increased

and then tended to balance. Both in the training and testing sets, the RGB-D module performed

the worst, with a maximum IoU of only 69.28%. After improving through cross-modal fusion infor-

mation integration, multi-scale deep attention, and supervision mechanisms, the IoU of the RGB-D

module has increased by about 10% to 20%. The RGB-D-CM-PFFN model proposed in the study

had the best comprehensive performance, with an optimal performance of 95.76% in semantic seg-

mentation of urban scenes. In summary, the model signi�cantly improves the IoU performance of

semantic segmentation by integrating di�erent modules. Finally, to demonstrate that the RGB-D-

CM-PFNN model has better application capabilities in urban scene mirror segmentation compared

with traditional semantic segmentation networks, visualization experiments are conducted on scene

segmentation prediction results and segmentation edges. The test results are shown in Figure 9.

Fig. 9. RGB-D-CM-PFFN model visualization results

Figure 9 shows the performance of the RGB-D-CM-PFNN model in semantic segmentation under

di�erent scenarios. Figures 9(a), 9(b), and 9(c) present the experimental results of completeness,

background discrimination, and similar object discrimination, respectively. As shown in Figure 9 (a),

the RGB-D-CM-PFFN model achieved clearer and more complete segmentation results by enhancing

context correlation, and the edge cutting was also smoother. As shown in Figure 9(b), the RGB-D-

CM-PFFN model e�ectively distinguished target objects with high confusion with the background,

such as road markers and utility poles. In Figure 9(c), although the "vegetation" and "sidewalk" were

similar in distance, shape, and brightness, the RGB-D-CM-PFNNmodel still performed segmentation

accurately. These results collectively demonstrate the e�ectiveness and superiority of the RGB-D-
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CM-PFNN model in handling complex urban scenes.

4. Conclusion

With the rapid development of devices such as car cameras and surveillance cameras, a large number

of urban street scene images have been generated. Analyzing the semantic information in these images

is crucial for promoting the application of smart cities such as autonomous driving and intelligent

services. However, traditional semantic segmentation methods overly rely on the selection of arti�cial

features. Faced with the complexity of urban streets, it is often di�cult to achieve the required high

accuracy, which cannot meet the current high standards for image processing quality. In view of this,

the study proposed a city scene form complementarity and modal memory sharing network model

based on RGB and a city scene hierarchical assisted fusion network model on the basis of RGB-D

image data. The experimental results showed that the mIoU of the research model for motor vehicle,

pedestrian, lane line, tra�c cone, and reducer belt in urban scenes reached 97.03%, 88.62%, 82.16%,

82.22%, and 92.33%, respectively. The segmentation mAcc for the above types of objects also reached

over 80%. In addition, the research model e�ectively distinguished target objects with high confusion

with the background, such as road markers and power poles. By enhancing contextual correlation,

clearer and more complete segmentation results have been achieved, and edge cutting is also smoother.

From this, the model has obvious advantages in processing urban scene images, especially in terms

of segmentation details and edge accuracy. However, further exploration is necessary to improve the

inference speed while enhancing its performance. In the future, lightweight network design can be

adopted to improve the �exibility of the model.
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