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abstract

The body language of dancers is vital for conveying emotion. In this study, Kinect is used to

detect and track dancers' movements, and we develop two models: a dance action recognition model

based on skeleton data and a dance emotion recognition model using an Attention-ConvLSTM.

The action recognition model achieves 88.34% accuracy�reaching its best performance after just 40

iterations�while the emotion recognition model reaches an accuracy of 98.95%. Our analysis shows

that features such as eigenvalue speed, skeleton pair distance, and inclination e�ectively di�erentiate

emotions, although certain emotions (e.g., Excited vs. Pleased and Relaxed vs. Sad) can be confused.

Notably, the leg's skeletal points signi�cantly in�uence emotion expression. Ultimately, the study

establishes a dance emotion expression mechanism through coordinated movement changes of the

head, hands, legs, waist, and torso.
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1. Introduction

Dance, as an ancient and vibrant art form, has been an important medium for people's emotional

expression and communication since ancient times [8, 2]. Dance is mainly composed of the performer's

skillful movements, dance vocabulary, performance emotions and other elements, which requires the

dance performer to show the beauty of dance and express the feelings of the dance performer in

the wonderful physical form [12, 14, 15]. Good dance emotion expression often requires dance

performers to use accurate dance vocabulary, facial expression, etc., the character image of the dance

work, the theme of thought, the spirit of the content, etc., image presented in front of the audience,

and then successfully caused the emotional resonance of the dance viewers. In dance performance,
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good emotional expression can strengthen the emotional thrust of the dance performance, highlight

the character image of the dance performance, and enhance the artistic infectivity of the dance

performance [4, 16, 25, 18]. Through the integration of exquisite skills and emotions, dancers show

their inner emotional world through the form of dance, so that the audience can deeply feel the

emotional information conveyed by the dance. Emotional communication is the purpose of the art

of dance, and reasonable expression of emotion can substantially help the actor in the process of

dance performance to enhance the dance expression and deepen the understanding of the dance

performance process, so that the actor in the dance performance successfully shaped a complete and

full character image [1, 22, 19, 7].

Dance, as a kind of silent art, uses the human body as a medium to convey feelings and meanings

with the body. Chen et al. [6] starts from the innovation and expression of dance works, the role in

cross-cultural communication, and the fusion of technology. Toppen [24] found that students' social

and emotional learning skills can be enhanced through dance, and that students' focus on dance helps

students forget any di�erences between them, and dance helps them get along better in the form of

positive learning. Li [13] describes the current situation, de�nition and importance of dance education

and dance art performance, as well as examining the impact of dance art performance on students,

pointing out that a dance work is a vehicle for artists to express their emotions and thoughts through

the language of dance, and the results of the study have a certain signi�cance for the cultivation of

students' art appreciation and aesthetic interests. Stutesman and Goldstein [20] used a mixed-method

approach to qualitatively analyze the components of dance that convey emotion and found that there

are four main components: narrative content, social interaction, emotional portrayal intention and

the texture of the movement, and quantitative tests showed that the emotional portrayal intention

is an important factor in the audience to accurately perceive the emotion.

In addition, Bernardi et al. [3] pointed out the importance of the movement expression of emotional

experience for dance, �nding through dance motion capture experiments that inter-individual di�er-

ences in experienced emotions were signi�cantly correlated with whole-body acceleration curves, and

that the combination of dance movement and music enhanced dancers' sense of pleasure. Borowski

[5] reviewed hundreds of papers on social and emotional competence and dance with the aim of

exploring the mechanisms by which the dance experience promotes the occurrence of social and emo-

tional competence development, and came up with four key in�uencing elements: self-suggestion,

nonverbal expression and communication, embodied cognition and learning, and synchronicity and

supportive learning environments. Zhao [26] specially designed a CBRSF model composed of ma-

chine learning technology, for emotion analysis and expression algorithms in the context of dance

movements, and experimentally veri�ed that the model can dynamically adjust the dance movements

through real-time emotional cues, and thus realize nuanced emotional expression. Sun and Wu [21]

synthesized the Kinect 3D sensor, feature extraction, gesture estimation and theoretical knowledge,

and constructed an �arousal-emotion� emotion model based on the fusion neural network model,

aiming at solving the problem of focusing on skills but not emotion in sports dance training, and

integrating movement and emotion, thus improving the e�ciency of dance training.

The article uses Kinect to detect and track the dancer's limbs, by constructing a dance action

recognition model based on skeleton information, which uses the DWT algorithm to match the ex-

tracted dance action features with the standard action for recognition. The ConvLSTM dance action

emotion recognition model is then optimized by adding the attention mechanism to construct the

Attention-ConvLSTM based dance action emotion recognition model to recognize the emotion ex-

pressed by the dance action. Subsequently, the action recognition performance of the dance action
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recognition model based on skeleton information and the emotion recognition performance of the

dance action emotion recognition model based on Attention-ConvLSTM are tested respectively. Fi-

nally, the emotional similarity is measured by the distance of the emotional state of the dance action,

and the e�ect of di�erent feature parameters and skeletal points on the emotional similarity is inves-

tigated. And based on the analysis results, the emotion expression mechanism of dance language is

constructed.

2. Dance movement recognition model based on skeleton information

2.1. Kinect-based human detection and tracking technology

2.1.1. Human detection and tracking technologies.

(a) Human detection technology

In general, the classi�cation of foreground targets mainly includes classi�cation methods based

on appearance, shape, features and other information. Speci�cally the commonly used classi-

�cation methods are as follows:

(i) Adjacent frame di�erence method

Dx(x, y) =
∣∣ fk−1(x, y)− fk(x, y)

∣∣ . (1)

Eq. (1) is a di�erential operation on the image. Ideally this operation can e�ectively

extract moving objects, but in practice it is di�cult to ensure the quality of the captured

video, and the surrounding environment and the camera itself will bring a lot of noise

to the capture results. Therefore, it is necessary to process the results of the di�erential

operation to eliminate the e�ect of noise. Noise usually obeys a Gaussian distribution, so

we can overcome the e�ect of noise on the di�erential operation by setting the threshold

value, see Eq. (2): {
Dx(x, y) = 0, Dx(x, y) < τ,

Dx(x, y) = 1, Dx(x, y) ≥ τ .
(2)

(ii) Background di�erence method

The background di�erence method is to do the di�erence operation between the current

frame and the background to distinguish the foreground from the background. In the pro-

cess of modeling the actual background, in order to estimate and recover the background

and also want to increase the accuracy and reliability of the background model to a certain

extent. Usually, the single Gaussian/multi-Gaussian background modeling method and

the mean and median background modeling method are used.

Consider the video image I (x, y, t) as consisting of a moving target m (x, y, t) and a

background b (x, y, t), then:

I(x, y, t) = m(x, y, t) + b(x, y, t). (3)

From Eq. (3):

m(x, y, t) = I(x, y, t)− b(x, y, t). (4)

However, because of the presence of noise, the result calculated by Eq. (4) contains the

di�erential image d (x, y, t) in addition to the noise information n(x, y, t):

d(x, y, t) = I(x, y, t)− b(x, y, t)− n(x, y, t). (5)
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(iii) Optical �ow method

The optical �ow method begins by projecting a 3D model into a 2D plane, combining the

motion target of the 3D model with the motion target of the 2D image. The motion of

each pixel point is determined according to the change in intensity of the pixel point in

the time domain.

(b) Human body tracking technology

A tracking method that monitors detected targets and analyzes and predicts their trajectories

before tracking the target of interest is called target tracking. People usually use feature-based,

contour-based and other methods for human body tracking.

(i) Feature-based tracking

This refers to tracking the human body by combining features such as texture, shape,

edges and color of the region. Point features and corner features of moving contours are

commonly used features.

(ii) Active contour-based tracking

Given a con�ned curved contour of the human body �rst, the motion of this curved contour

is tracked next. The focus of this method is the need to accurately give the human body

contour.

(iii) Region-based tracking

This method divides the human body into several regions, including the head, arms, torso,

etc., and then tracks each region separately according to the ratio, and then combines the

tracking ratio for overall tracking.

(c) Model-based human body tracking

This refers to the tracking based on the geometric model of the human body, and the com-

monly used methods are 2D contour method, three-dimensional model method and line drawing

method.

2.1.2. Kinect-based human detection and tracking technology.

1) Kinect depth map principle and measurement. The imaging principle of Kinect is based on optical

encoding technology, and its principle is shown in Figure 1.

Therefore, we project the scattered structured light in the space to be detected, and then complete

the marking of the entire space. For any object appearing in this space, we only need to obtain the

scattering information on the surface of the object, and then we can obtain the coordinate information

of the object.

Kinect needs to be calibrated separately for RGB and IR cameras. The spatial point p raw value

dr can be derived from the correspondence between the color image and the depth information:

dr = K tan (H · d+ L)−O. (6)

The depth map is labeled with di�erent colors depending on the distance between Kinect and the

target.

After obtaining the depth of the image, the world coordinates of the point can be obtained, and



research on the mechanism of emotion expression 703

Fig. 1. Depth imaging system

the depth coordinate (xd, yd, zd) corresponds to the world coordinate (xw, yw, zw) as:
xw = (xd − w

2
) · (zw +D

′
) · F · (w

h
),

yw = (yd − h
2
) · (zw +D

′
) · F ,

zw = d,

(7)

where D
′
= −10, F = 0.002, the resolution w × h of Kinect is 1920× 1080.

2) Kinect-based human joint point recognition. Kinect is capable of recognizing and tracking the

human skeleton [23]. Kinect �rst recognizes the 25 joint point coordinates of the human body, estab-

lishes the human skeletal structure, and combines the depth information to realize the representation

of the human skeleton structure in three-dimensional space, and the cross type of the skeleton joints

is shown in Figure 2.

Fig. 2. Human skeleton node model identi�ed by Kinect

Human body joint point recognition consists of the following three parts:
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a. Remove the background, �rst �nd the possible areas of the human body. The outline of the

human body is extracted using edge detection. The speci�c method is to use the distance from the

Kinect sensor to analyze.

b. Recognition of important parts of the human body, including the head, arms, legs, and body

torso.

c. Human body joints recognition, in Kinect the human body will be connected by joints, so Kinect

analyzes the front and side joints to determine the coordinate position situation of the human body,

the human body node recognition steps are shown in Figure 3.

Fig. 3. Procedure for identifying a human node

Each pixel information can be inferred from the body component recognition. De�ne the following

density estimate of the body component as:

fc(x̂) ∝
N∑
i=1

wic exp

(
−
∥∥∥∥ x̂− x̂i

bc

∥∥∥∥2
)
, (8)

where x̂ is the 3D spatial coordinates, N is the number of pixels, wie is the pixel weights, x̂i represents

the projection of the pixel xi into world space, and bε represents the width of each component. wιe

then balances the pixel inference probability and the spatial area probability:

wic = P (c|I, xi) · dl(xi)
2. (9)

Such an approach improves the accuracy of joint predictions and also allows for depth-invariant

density estimation.

2.2. Dance movement feature extraction method

The �rst set of features is computed from the 3D coordinate information of the key points of the

human posture obtained from the dance video. These features utilize the information of the 25

skeletal joint points of the human body based on the angle descriptors formed by the adjacent

skeletal parts de�ned by the adjacent skeletal joints.

The second set of motion features is computed from the time series of the 3D coordinate information

of the key points of the human body posture.

The third set of motion features is also computed from the action timing sequence, and the total

number of dance video frames is F. The instantaneous velocity of each joint i at each frame can be
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expressed as a velocity vector vei as shown in Eq. (10), and the velocity feature vector constructed

from the 25 body average frame velocities v̄i can be expressed as V els = (ve1, ve2, . . . , ve2):

vei = (v1i , v
2
i , ......, v

F
i ). (10)

2.3. Similarity measures for angular features

The Euclidean distance of the joint angles in the key frames of the dance practitioner's video of the

to-be-tested movement and the corresponding standard frames of the reference dance movement is

used as a measure of joint angle similarity.

ai = 1− θkeyi − µi

µi

. (11)

In this paper, K-Means algorithm is used to realize the prediction of key frames. The clustering

center adopts a series of standard same dance action key frame frames extracted from the motion

features beforehand, the distance between the clustering center and the sample points is the sum of

the variance of the angles of all the corresponding joints between frames, and the calculation process

is shown in Eq. (12):

Dt =
N−1∑
i=0

(θi − µi)
2 . (12)

2.4. Similarity metrics for motion trajectory and velocity features

The DTW algorithm is a method created to measure the similarity between two time sequences,

initially explored mainly in the �eld of speech recognition, and later extended to music, sports, etc

[11]. DTW is suitable for similarity comparison between two time sequences of varying length. In

the case of dance movements it is manifested in the movement trajectories of dancers in di�erent

videos with di�erent joint velocities.
d(1, 1) d(1, 2) ... d(1, n)

d(2, 1)
...

...
. . .

...

d(m, 1) d(m, 2) ... d(m,n)

 , (13)

where

d(i, j) =
√

(pi − qj)2. (14)

The regularized path W is a continuous element in the distance matrix denoting the correspondence

between P and Q as shown in Eq. (15):

W = ω1, ω2, ω3, ..., ωK . (15)

3. Dual-stream convolutional dance action emotion recognition modeling

3.1. Dual-stream convolutional body movement emotion recognition based on dance videos

In this paper, we propose a dual-stream convolution-based emotion recognition method for dance

movements, which can well characterize the whole body movement of the dancer through optical �ow

data.
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The network proposed in this section contains two independent convolution channels, i.e., spatial

�ow convolution channel and temporal �ow convolution channel, and the results are integrated with

post fusion. The spatial �ow channel is to characterize the spatial attributes of the human gestures

in the video data. The temporal �ow channel is to characterize the limb movement information of

the person in the video data. In this paper, we set its input as a dense optical �ow displacement �eld

between stacked consecutive frames of video data. This input can explicitly characterize the pixel-

level motion between the video frame data, so that the neural network does not need to implicitly

estimate the motion features anymore, which makes the neural network more accurate in recognizing

emotions: 
Iτ (u, v, 2k − 1) = dxτ+k−1(u, v)

Iτ (u, v, 2k) = dyτ+k−1(u, v)

u = [l;w], v = [l;h], k = [l;L]

(16)

As shown in Eq. (16), the dense optical �ow d, can be regarded as the displacement vector �eld

of the video data t and t + 1 in consecutive frames, and dt(u, v) represents the displacement vector

of the point (u, v) in the tth frame of the video data. The displacement components dxt , d
y
t in the

horizontal and vertical directions can be treated as two channels of the image, respectively, which is

also very much in line with the characteristics of the convolutional network input.

However, later experimental results show that such a network structure fails to achieve good

experimental results, therefore, this paper improves the two-stream convolution in Section 3.2.

3.2. Emotion recognition algorithm improvement

3.2.1. ConvLSTM. Recurrent neural network (RNN) is a kind of neural network with feedback

mechanism that can support sequence-to-sequence input and output [9]. Video data has obvious

sequence characteristics, and the dependency between successive frames of time-streamed data has a

great impact on the success rate of emotion recognition in emotion recognition of dance movements

based on video data.

Long Short-Term Memory (LSTM) recurrent neural network utilizes speci�c memory cells to store

the information that needs to be remembered and the mechanism of speci�c gates determines when

the information is updated [17]. The LSTM network updates the recursive formula as follows:

it = σ(Wxixi +Whiht−1 +Wcict−1 + bi)

ft = σ(Wxfxt +Whfht−1 +Wcfct−1 + bf )

ct = ftct−1 + i, tanh(Wxcxt +Whcht−1 + bc)

ot = σ(Wxoxt +Whoht−1 +Wcoct + bo)

it = ot tanh(ct)

(17)

where w is the weight matrix of each gate unit, σ is the activation function, xt is the feature vector

of the new input, ht−1 is the hidden state of the previous time step, and b is the bias term. ct is the

memory cell, which is essentially a state accumulator that is updated to a certain extent for each

input and output, it represents the input gate, which determines the extent to which the new input

a�ects the new memory cell, ft represents the forgetting gate, which determines the extent to which

the old memory cell a�ects the new memory cell, and ot is the output gate, from which the output is

entered into the next LSTM cell as a hidden state. Each gate value is a vector of the same dimension

as the memory cell. From Eq. (17), it can be seen that the gate values at moment t are jointly
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in�uenced by the memory unit at moment t− 1, the hidden state, the new input, and the bias value.

However, the traditional long and short-term memory neural networks may lead to some spatial

connections between local features of the data with spatial features being ignored.

In order to solve this problem, many scholars have proposed a convolutional long and short-term

memory neural network (ConvLSTM), which can retain the advantages of the traditional long and

short-term memory neural as well as the spatial features of the information such as images, videos,

etc. [10]. The updating recursive formula of ConvLSTM is as follows:

It = σ(Wxi ∗Xt +Whi ∗Ht−1 +Wci ∗ ct−1 + bi)

Ft = σ(Wxf ∗Xt +Whf ∗ ht +Wcf ∗ ct−1 + bf )

Ct = Ft ⊙ Ct−1 + It ⊙ tanh(Wxc ∗Xt +Whc ∗Ht−1 + bc)

Ot = σ(Wxo ∗Xt +Who ∗Ht−1 +Wco ∗ Ct + bo)

Ht = Ot ⊙ tanh(Ct)

(18)

where * denotes the convolution operation, ⊙ denotes the Hadamard product, andWx∼,Wh∼ denotes

the two-dimensional convolution kernel. Gate unit It, Ft, Ot, memory cell Ct, and hidden state

Ht, Ht−1 are all three-dimensional tensors, and this structure can better preserve the local features

of the data and the spatial relationship between the features compared to the traditional long and

short-term memory neural networks.

3.2.2. Algorithm improvement based on attention-ConvLSTM. In order to preserve the local fea-

tures in the data and the spatial relationships between the features while the dependencies between

each successive frame of the optical �ow data of the time stream in the dual-stream convolution are

better utilized. In this paper, we use the convolutional long and short-term memory neural network

ConvLSTM in the convolutional layer of the dual-stream convolutional time-stream channels, i.e.,

the input x of the long and short-term memory neural network is expanded into the input Xτ of

the N ×N ×D, where N ×N is the size of the feature-map in the current convolutional layer, and

D is the number of channels of the convolutional layer. In addition, in order to make the neural

network can pay better attention to the signi�cant features related to emotion in the optical �ow

data, and make certain key frames which are important for emotion recognition better utilized, this

paper also introduces the attention mechanism in ConvLSTM, and the structure of the convolutional

long-short-term neural network based on the attention mechanism designed in this paper is shown

in Figure 4.

Fig. 4. Convolutional short-duration memory neural network based on attention mechanism

In this paper, in the convolutional layer of the neural network, the attention weights are obtained

from the previous hidden state Ht−1 and the current feature map Xt by convolution operation:

St = Ws ∗ tanh(Wxa ∗Xt +Wha ∗Ht−1 + ba). (19)



708 tan and wang

Ai
t = p(attij|Xt, Ht−1) =

exp(Sij
t )∑

i

∑
j exp(S

ij
t )

. (20)

X̃t = At ⊙X. (21)

In Eq. (19), w is the convolution kernel, by replacing the inner product with the convolution,

si is a two-dimensional attention score map, which can be normalized and calculated to obtain the

attention weight map Aτ in Eq. (20), and the element AΨ
τ is the value of the attention map at position

(i, j). For Aij there exists an obvious constraint relationship,
∑

i

∑
j Ai ≈ 1, in order to prevent the

update of parameters is trapped in the local optimal solution, and lead to certain feature regions

are completely ignored, this paper hopes that
∑T

r=1Aτ,j ≈ T , T is the total number of frames of the

optical �ow information sampled in the video data, this topic through the Hardamad multiplication

shown in Eq. (21) to obtain the feature map X̃t processed by attention.

In order to enable certain key frames to be more fully utilized, this paper also proposes an order-

based temporal attention mechanism to provide di�erent levels of attention to di�erent frame data.

Eq. (22) in B, represents the neural network's attention to each frame of optical �ow information,

and Relu is chosen as the activation function because of its good convergence performance:

Bt = Relu(Wxb ∗Xt +Whb ∗Ht−1 + bb). (22)

H
′

t = Bt ⊙Ht. (23)

In order to prevent the optical �ow data of a certain frame from in�uencing the �nal prediction

result too much, and the problem of gradient vanishing during backpropagation, this study limits the

size of
∑T

r=1 ∥Bt∥2 in Eq. (23), because the gradient is proportional to 1/Bι during backpropagation,

and H
′
τ is the �nal output of ConvLSTM.

As shown in Eq. (24) in the optical �ow part of the video level prediction is mainly based on the

fully connected output zt of each frame of optical �ow data, where o = (o1, o2, ..., oC)
T :

o =
T∑
t=1

zt. (24)

p(Ci|χ) =
eoi∑C
j=1 e

oj
, k = 1, ...C. (25)

In Eq. (25), c is the number of all possible classi�cations, and p(Ci|X) denotes the probability

that the sentiment expressed by a given sequence frame X belongs to the ith class of sentiment.

Summarizing the above analysis, this topic proposes a new regular cross-entropy loss function as

shown in Eq. (26):

L = −
C∑
i=1

yi log ŷi + λ1

N∑
i

N∑
j

(
1−

∑T
i=1Ai,ij

T

)2

+
λ2

T

T∑
t=1

||Bt||2+λ3

∑
i

∑
j

θ2i,j. (26)

y = (y1, ...., yC)
T is the real label of the dataset, when the emotion expressed in the current video

data belongs to class i emotion, and yi = 1, yj = 0(j ̸= i), ŷi = p(Ci|X), θ denote all the model

parameters, which are also restricted in order to prevent the neural network from over�tting.

With the above improvements, the network model can not only make full use of the temporal and

spatial characteristics in the video optical �ow data, but also better capture the emotion-related

body movement features and better utilize the key frames in the single-frame optical �ow data.
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4. Analysis of dance movement recognition and emotion expression

mechanisms

4.1. Performance analysis of dance movement recognition

4.1.1. Action recognition performance. In order to verify the e�ectiveness of the dance action recog-

nition model based on skeleton information proposed in this paper, the dance action recognition model

in this paper is compared with other recognition models (3D CNN, C3D, PoseC3D). The experiments

were conducted using the MSRAction3D dataset, which is a dance action dataset captured by the

Kinect depth sensor and contains 20 classes of actions, totaling 625 action samples. The recognition

e�ect of the dance action recognition model on the MSRAction3D dataset is shown in Figure 5, and

Figures 5a to 5d show the recognition accuracies of 3D CNN, C3D, PoseC3D, and the dance action

recognition model in this paper, respectively.

Observing Figure 5, it can be seen that the recognition accuracies of 3D CNN, C3D, and PoseC3D

methods on MSRAction3D dance action dataset are 85.76%, 83.01%, and 82.66%, respectively, and

the best results are achieved after 50, 60, and 70 iterations of these three action recognition methods,

respectively. And the recognition accuracy of the dance action recognition model in this paper on

the MSRAction3D dance action dataset is 88.34%, which is higher than the above three dance action

recognition models, and it reaches the best recognition e�ect after only 40 iterations.

(a) Recognition accuracy of 3D CNN (b) Recognition accuracy of C3D

(c) Recognition accuracy of PoseC3D (d) Recognition accuracy of our model

Fig. 5. Recognition results of dance movement recognition models



710 tan and wang

4.1.2. Emotion recognition performance. Currently, there is a lack of research related to emotion

recognition based on dance movements, so in this subsection, decision tree algorithm, random forest

algorithm, and deep learning model based on BLSTM were used to conduct a comparative experiment

on emotion recognition based on dance movements on the same dataset (MSRAction3D), and the

experimental results are shown in Table 1. As can be seen from Table 1, the recognition rate of

all methods reaches more than 90%, while the Attention-ConvLSTM method in this paper has the

highest recognition rate of 98.95%, which is higher than the other methods due to the consideration of

the temporal features, and the recognition rate is improved by 1.90% compared with the ConvLSTM

algorithm before optimization. Machine learning algorithms also achieve better recognition results,

as can be seen in Table 1, the recognition rates of the Decision Tree algorithm and the Random

Forest algorithm on the same dataset are 95.56% and 93.86%, respectively. The Attention model,

on the other hand, performs relatively poorly with a recognition rate of 93.14%, which is lower than

all other methods.

Table 1. Recognition rate of di�erent models on the same data set

Method Recognition rate

Attention-ConvLSTM 98.95%

ConvLSTM 97.05%

Attention 93.14%

Decision tree 95.56%

Random forest 93.86%

To further explore the recognition e�ect of the Attention-ConvLSTM emotion recognition algo-

rithm in this paper for di�erent dance movements, the recognition accuracy, recall and F1-score of

ConvLSTM and Attention-ConvLSTM models for di�erent emotion dance movements are shown in

Figure 6, Figure 6a and Figure 6b show the recognition accuracy, recall and F1-score of ConvLSTM

and Attention-ConvLSTM models for emotion recognition e�ect.

(a) Recognition results of ConvLSTM (b) Recognition results of Attention ConvLSTM

Fig. 6. Recognition accuracy, recall rate and F1-score of di�erent emotional dance movements

From the comparison of Figure 6a and Figure 6b, it can be seen that the precision, recall, and F1-

score of the Attention-ConvLSTM model expressing the dance moves of Afraid, Angry, Bored, and
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Excited are signi�cantly improved with respect to that of the ConvLSTM model before optimization.

However, the 3 measures of emotion recognition for dance moves expressing Happy did not change.

The emotion recognition precision for the dance action expressing Relaxed increased by 3.62%, but

the recall decreased to 88.76%, and the F1-score remained almost unchanged. The recall of emotion

recognition for dance moves denoting Sad increased to 100%, but the precision decreased by 3.69%

and the F-score remained the same. Combined with Table 1, it can be seen that the Attention-

ConvLSTM model has overall better performance in most cases relative to the pre-optimization

ConvLSTM method.

This subsection also uses seven dances with di�erent emotions to test the performance of the

Attention-ConvLSTM model, the ConvLSTM model, and the Attention model, respectively. The

recognition rates of the three emotion recognition methods on the dance movements with di�erent

emotions are shown in Figure 7.

From Figure 7, it can be seen that the recognition rate of the Attention-ConvLSTM model is

almost higher than that of the ConvLSTM model and the Attention model for each emotion, but the

recognition rate is lower for the emotion representing Sad, and for the emotion representing Excited,

the performance of all the three models is better, which is above 90%. It can be seen from the above

experimental analysis that a higher recognition rate was obtained by adding the Attention model to

the ConvLSTM model and combining the two. The lowest recognition rate was obtained using only

the Attention model.

Fig. 7. Recognition rate of 7 di�erent emotional dance movements

4.2. Dance movement emotion metrics

In this section of the experiment, 12 di�erent body emotions were selected from the University of

Cyprus' Dance Emotion Movement Database for di�erent dancer sample data sets regarding afraid,

angry, annoying, bored, excited, happy, miserable, pleased, relaxed, sad, satis�ed, and tired. Among

them, joy, anger, sadness, and fear are the 4 basic body movement emotions, and the others are

derived emotions. Eight of these emotions were selected to verify the validity of the methodology of

this paper. This section of the experiment is based on the similarity between di�erent dance body

movements to measure the expression of emotion, the lower the similarity, the more similar the two

emotional body movements.
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4.2.1. A�ective state distance measures. Characteristics that a�ect the emotion of body movements

are the tendency of the body's center of gravity, the relative position of bone points, and speed. The

feature language is described based on the human center of gravity joint point Hip, according to the

dancer's body structure characteristics of the description of the 9 kinds of feature language there

are 3 kinds of characteristics can be quanti�ed, respectively, speed, bone to distance and bone to

the angle of pinch. As for the bone points, there are 17 main joints in the dancer's body structure,

and the joints related to the expression of emotion are the arm, leg and head, and the experiments

in this paper have found that the physical movements of the foot also have a certain in�uence on

the expression of emotion, so the experiments in this section have chosen six bone points as the

dancers' body structure, namely, Left leg, Left foot, Right leg, Right foot, Right arm, Left arm,

Left arm, Right arm, Right arm, Right arm, Right arm, Right arm, Right arm, Left arm. Left leg,

Left foot, Right foot, Right foot, Right arm, and Left arm are used as the measures of the dancers'

emotional changes during the dancing process. In this section, the experiment combines di�erent

dancer samples, eight kinds of body movement emotions, three kinds of eigenvalues and six skeletal

limbs, and takes the similarity between the emotion Excited and other seven kinds of emotions as an

example to evaluate the similarity of body emotions of dance movements, and recognize and classify

the emotions. The similarity of limb emotions between a large number of di�erent movement samples

is calculated, and the confusion matrix of the resultant average is shown in Table 2.

From Table 2, it can be seen that among the eight emotions, the distance between the emotions

Excited themselves is 0, i.e., the emotions themselves are completely similar to each other. However,

the similarity between the di�erent dance movement segments emotions described by di�erent feature

languages are all di�erent. For eigenvalue speed, the action limbs of emotion Excited and emotion

Relaxed are basically the same, while the lowest similarity is between them and emotion Pleased.

For Skeleton to Distance, the highest similarity between emotion Excited and Pleased was 8.439, in

other words, the action limbs expressing these two emotions were very similar, whereas the limbs

expressing them di�ered the most from emotions Miserable and Mixed. Similarly, the skeletal pair

pinch angle, the shortest distance between emotion Excited and Relaxed is 0.503, i.e., the action

limbs of emotion Excited and Relaxed are more similar, followed by emotion Pleased and Happy,

and the lowest similarity with emotion Miserable and Sad.

Combining the results of the 3 di�erent feature parameters, it can be seen that the emotions that

are similar to emotion Excited are Relaxed, Pleased, and Happy, while they are least similar to

emotions Miserable, Sad, and Mix. Therefore, in this paper, the emotions Excited, Relaxed, Pleased

and Happy are categorized into the table Happy category of emotions {H}, while Miserable, Sad and

Mix are categorized into the Sad category of emotions {S}.

4.2.2. E�ect of di�erent feature parameters on sentiment similarity. The experiments in this chap-

ter selected 3 feature parameters, namely, speed, bone-to-bone distance and bone-to-pinch angle,

respectively, to measure the similarity between the emotions of di�erent dance movements. However,

considering the in�uence of the dancer's own body structure on emotion recognition, the 2 features

of bone-to-distance and bone-to-pinch angle were also selected. From Section 4.2.1, it can be seen

that there are e�ects of di�erent feature parameters on the recognition results of emotion. Therefore,

this section starts with the similarity metric for a more comprehensive analysis.

Based on the emotion similarity in Section 4.2.1, in order to analyze the in�uence of di�erent

feature parameters on emotion recognition, this section again averages the similarity metric for the

same emotion for multiple samples, and the results are shown in Figure 8, with 8a to 8c being the
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Table 2. Similarity between movements and emotions

Speed

Excited Happy Miserable Mix Pleased Relaxed Sad Tired

Excited 0 0.452 0.425 0.471 0.531 0.394 0.510 0.462

Happy 0.452 0 0.448 0.402 0.448 0.401 0.427 0.449

Miserable 0.425 0.448 0 0.724 0.964 0.448 0.795 0.657

Mix 0.471 0.402 0.724 0 0.516 0.391 0.455 0.470

Pleased 0.531 0.448 0.964 0.516 0 0.372 0.389 0.410

Relaxed 0.394 0.401 0.448 0.391 0.372 0 0.704 0.629

Sad 0.510 0.427 0.795 0.455 0.389 0.704 0 0.456

Tired 0.462 0.449 0.657 0.470 0.410 0.629 0.456 0

Bone distance

Excited Happy Miserable Mix Pleased Relaxed Sad Tired

Excited 0 10.050 63.074 15.426 8.439 11.522 13.089 12.088

Happy 10.050 0 25.465 11.562 16.852 10.845 13.585 11.746

Miserable 63.074 25.465 0 34.450 83.748 52.645 60.456 29.452

Mix 15.426 11.562 34.450 0 16.352 11.026 9.185 8.253

Pleased 8.439 16.852 83.748 16.352 0 10.035 17.166 16.875

Relaxed 11.522 10.845 52.645 11.026 10.035 0 14.653 11.344

Sad 13.089 13.585 60.456 9.185 17.166 14.653 0 12.066

Tired 12.088 11.746 29.452 8.252 16.875 11.344 12.066 0

Bone angle

Excited Happy Miserable Mix Pleased Relaxed Sad Tired

Excited 0 0.604 0.705 0.633 0.568 0.503 0.673 0.618

Happy 0.604 0 0.698 0.564 0.549 0.502 0.563 0.615

Miserable 0.705 0.698 0 0.685 1.225 0.975 0.978 0.875

Mix 0.633 0.564 0.685 0 0.804 0.562 0.789 0.560

Pleased 0.568 0.549 1.225 0.804 0 0.481 0.594 0.587

Relaxed 0.503 0.502 0.975 0.562 0.481 0 1.063 0.976

Sad 0.673 0.563 0.978 0.789 0.594 1.063 0 0.567

Tired 0.618 0.615 0.875 0.560 0.587 0.976 0.567 0

results of emotion similarity for speed, bone-to-distance, and bone-to-intercept angle, respectively.

From Figure 8, it can be seen that for the feature parameter Speed, the similarity of emotions

Relaxed, Sad and Miserable is very close, so these three emotions can be easily confused with each

other, while the di�erence between emotions Mixed, Happy and Pleased is more obvious. For the

feature parameter Skeleton Pair Distance, the similarity of Emotion Pleased, Relaxed and Happy is

basically the same, and it can be seen from Section 4.2.1 that these 3 emotions are of the same type

of emotion, while Emotion Miserable, Sad and Mix belong to the Sad category of emotion, and it can

be seen from Figure 8a that it is very easy to di�erentiate between the similarity of these 3 emotions

and that of the Happy category of emotion. The similarity of the feature parameter Skeletal Pair

Clamping Angle, Emotion Mix with Pleased, Relaxed and Happy emotions is basically the same,

i.e., Emotion Mix can be easily confused with the Happy emotion. In conclusion, analyzing from
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the perspective of similarity of emotions, the feature parameter Skeletal Pair Distance has a better

e�ect on distinguishing di�erent types of emotions, while the similarity of emotions calculated based

on the other 2 feature parameters, there are action emotions that are confused with each other.

(a) Speed (b) Bone distance

(c) Bone angle

Fig. 8. Emotional similarity measurement results

4.2.3. E�ect of di�erent skeletal points on emotional similarity. Section 4.2.1 mentions that there

are 17 main active skeletal points in the dancer's body and that the physical expression of di�erent

dance emotions is di�erent for di�erent dance movements. Therefore, this section analyzes the

emotional similarity of the same emotion in di�erent limb parts, veri�es and illustrates what are the

main skeletal (joint) points that a�ect the physical emotion of dance movements. In this section,

three kinds of feature parameters were selected to measure the similarity between the joint points

Left arm, Left leg and Left foot and the emotion Excited respectively, and the emotional similarity

of di�erent skeletal points is shown in Figure 9, which is used to indicate the magnitude of action

tension and expressiveness of emotional expression, and 9a to 9c are the emotional similarity of speed,

bone-to-distance, and bone-to-pinch angle respectively Results.

As can be seen from Figure 9, the similarity between the analysis and emotional Excited from the

perspective of speed, it can be seen from Figure 9a that the bone leg has a greater magnitude of

action tension compared to the bones arm and foot, i.e., the leg bone point has a greater impact on

emotional expression. For the characteristic parameter bone-to-distance, Figure 9b, the emotional

similarity of Left arm, Left leg and Left foot when the dancer expresses the emotion Miserable is

62.37, 28.31, and 32.48, respectively.Whether it's the upper half of the limb (Left arm) or the lower

half of the limb (Left leg and Left foot), the two kinds of emotion's movement limb tensions are
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di�erent though, but the lower half of the body has a smaller movement amplitude than the upper

itself. Secondly, for the emotion Tired, the movement expressiveness of the lower half of the limb

(10.68, 10.68) was greater than the movement amplitude of the upper half of the limb (10.95). When

interpreting the emotion Mix, the expressiveness of limb FOOT (7.67) was greater, while the other

emotional trends did not di�er signi�cantly across limb parts. Thus, limb ARM, LEG and FOOT all

have a small e�ect on emotional expression. Skeletal pair pinch angle in the expression of di�erent

movement emotions with emotion Excited, Figure 9c, the amplitude of the upper body (arm) limb

movement is signi�cantly smaller than the lower body (leg) movement amplitude, that is, the limb

leg emotion expression has a greater impact in the expression of di�erent dance limb movement

emotions.

(a) Speed (b) Bone distance

(c) Bone angle

Fig. 9. Emotional similarity of di�erent skeleton points

4.3. Emotional expression mechanism construction

Body language, also known as gesture language or action language, is a non-verbal way of commu-

nication that conveys information, expresses emotions and exchanges thoughts through the body's

gestures, movements and rhythms. In the art of dance, body language plays a crucial role and is the

main means of expressing emotions and shaping artistic images. Emotional expression is through

a series of body language, movements, gestures, facial expressions and music in conjunction with

each other, together building a colorful dance world, so that the audience can feel the profound

emotions conveyed by the dance. Based on the recognition and measurement of the emotion of the

dance movements in the previous section, the mechanism of dance emotion expression is constructed

according to the changes of the movements of each part of the body.
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1) Realize emotional expression with the help of head movement changes. When expressing emo-

tions with the help of head movement changes, performers should pay attention to the coordination

between head movements and body movements, avoid over-exaggeration or false pretense, and re-

ally understand and feel the connotation of the dance through in-depth understanding, and make

the dance smooth and natural, real and believable, and convey emotions through the cooperation

between the head and the body.

2) Realize emotional expression with the help of hand movement changes. Among the dance perfor-

mance movements, hand movements are extremely rich, such as the di�erent meanings represented

by di�erent hand shapes are also di�erent. Performers should pay attention to the changes in hand

movements and other parts of the limbs with the changes in movement, in order to show the di�erent

roles of emotion.

3) Emotional expression with the help of leg movement changes. In the process of practicing leg

movements, the dance performers should grasp the speci�c meanings represented by di�erent leg

movements, and the skillful use of di�erent leg movements will make the image of the character more

distinct.

4) Realize emotional expression with the help of waist movement changes. Dance performers should

pay attention to the practice of waist strength, and realize the coordination of the overall body

movements through such practice. Through the practice of waist movement, the performer will

be more �exible in mobilizing other parts of the body at the same time, to achieve the e�ective

expression of artistic emotion.

5) Emotional expression with the help of torso movement changes. The torso plays a linking role

for other parts of the body. Grasping the movement of the torso will help the dancers to realize

enough performance tension, thus conveying the emotional connotation of the work more profoundly.

Changes in torso movements can re�ect the dancer's inner emotional �uctuations in a very subtle

and e�ective way. The rhythm and strength of the torso movements are also important factors in

expressing emotions. Fast and powerful movements may express anger, excitement or tension, while

slow and soft movements may convey tranquility, calmness or melancholy.

5. Conclusion

In order to study the emotion conveying mechanism in dance, this paper constructs a dance action

recognition model based on skeleton information to extract the dance action features in dance videos

and recognize them, based on which the Attention-ConvLSTM classi�er is introduced to measure

the emotion conveyed by dance actions.

Compared with other action recognition models, the dance action recognition model based on

skeleton information in this paper has the highest accuracy on the same dataset, reaching 88.34%,

and has the least number of iterations, reaching the best result after only 40 iterations. The Attention-

ConvLSTM-based dance movement emotion recognition model in this paper has the best results for

the seven emotions on the MSRAction3D dataset, with a recognition rate of 98.95%.

Of the 8 emotions on the dancer sample dataset, the emotion Excited has a distance of 0 on its

own. Among the eigenvalue velocities, the lowest similarity between it and the emotion Pleased is
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0.531. Among the bone pair distances, the highest similarity between Excited and Pleased is 8.439.

Among the bone pair pinch angles, the distance between Excited and Relaxed is the Shortest is 0.503.

For the feature parameter Velocity, the emotions Relaxed, Sad and Miserable are easily confused

with each other. For the feature parameter Skeletal Pair Distance, the similarity between Excited,

Relaxed and Happy is almost the same. For the feature parameter Skeleton Pair Angle, the emotions

Mixed are easily confused with the Happy category of emotions.

The leg bone points have a greater in�uence on the expression of emotion. When expressing the

emotion Miserable, the emotional similarity of Left arm, Left leg and Left foot were 62.37, 28.31

and 32.48, respectively, and the movement amplitude of the lower half of the body was smaller than

that of the upper itself. When expressing the emotion Tired, the movement of the lower half of the

limb is more expressive than than the upper half. When interpreting the emotion Mix, the expressive

power of the limb FOOT (7.67) was greater. The dance emotion expression mechanism is constructed

through the gesture transformation and cooperation of the head, hand, leg, waist, torso and other

parts of the body.
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